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SUMMARY

Financial pressures on governments have resulted in a reduction in the number of hydrometric sta-
tions that are available for estimating flood risk. In order to be able to analyze ungauged basins, data
from neighbouring flood sites need to be utilized. This paper deals with regionalization procedures as
an instrument to facilitate the transfer of information from sites where records exist, to other sites
where data is required but is not available (or is too short). A detailed analysis of several stations has
been done in order to estimate the recurrence of floods for various return periods. The method of
peaks over threshold (P.O.T.) was used for these analyses. Verification was carried out to check whe-
ther the Poisson process may represent the number of stream-flow exceedances, and if a generalized
Pareto law may represent the magnitude of these exceedances. The method of "region of influence"
has been used for the regional analysis, so that the values of the flood quantiles obtained by the indi-
vidual and the regional analyses could be compared. The results for the province of New Brunswick
show that the region of influence methodology using P.O.T. is a useful tool for calculating flood values
at ungauged sites.

Keywords: Flood Regionalization, Extreme Value, Generalized Pareto.

1 INTRODUCTION

Hydrometric networks, long considered the basis of all studies of hydrology, are in an ever increa-
singly precarious state. The main reason is financial pressure, which has reduced the size of hydro-
metric networks, thus leading to flood sites where data is required but is nonexistent or insufficient. In
such a state of weakened hydrometric networks, regionalization methods have been used as an ins-
trument to facilitate the transfer and/or extrapolation of information from sites where records exist, to
others where data is required but is not available (or is too short). One of the pioneers of regio-
nalization is Dalrymple (1960), who developed the “index-flood” method, still in use today. The proce-
dure of regionalization is becoming a standard prerequisite for adequate solutions to innumerable pro-
blems related to the management of hydrometric networks.

The procedure of regionalization must explain how the characteristics of the basin affect the flood pro-
cess, and should be capable of furnishing an error estimate for calculated flood values at ungauged
sites (Riggs, 1990). The procedure must also be simple, and be based on the observed data, taking
into consideration regional differences. Due to the complexity of flood systems, the steps used in the
regionalization process must be rationalized and placed in a logical and systematic perspective
(Simmers, 1984).

2 BACKGROUND

Referring to Figure 2-1, denote by Q(t), t = 0 a hydrograph which represents the discharge rate of river
flow at a given site. We select a certain base level, Qs, and consider the flows which exceed Qs ("excee-
dances"). Denote by T4, T, T3, ... the times of local maxima of water levels during these exceedances.
Define also by

(1) E=0,and &=Q(t) —Qs, fork=1,2, ...
the exceedance series, or the “peaks-over-threshold” (P.O.T.) series. This series (&) is also called “partial

duration series”. The exceedances & can be assumed to be independent and identically distributed, or de-
pendent and identically distributed, within a homogeneous time interval such as the year or the “season”.
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Figure 2-1. Hydrograph of instantaneous flow of a river at a given stations.

In this paper, we suppose that the exceedances & are independent and identically distributed. We define
also flood counts or number of exceedances within a fixed time interval (0, t) by

(2) n(t) = sup {kln <t}

In this article, the time interval will be considered exclusively as one year; however, if there are significant
seasonal variations in the river-flow process, the time interval can with no loss of generality be taken to be
one season. Hence in the sequel, we shall omit the index t and write the random variable (r.v.) n(t) in (2)
as m, which is the number of annual exceedances. This r.v. has often been shown to follow a Poisson
distribution of parameter A [n~Poisson(A)]; see for instance Borgman (1963), Shane and Lynn (1964) and
Bernier (1967):

3) Pm=k =e™ % fork=0,1,2, ...

The r.v. exceedance & in (1), and the r.v. flood duration, T, often follow exponential distributions; see
for instance Todorovic (1978); Cunnane (1979); North (1980); Ashkar and Rousselle (1981). In gene-
ral, however, this use of the exponential distribution is a crude approximation. Davison and Smith
(1990) and Madsen et al. (1997), among others, use the more flexible generalized Pareto distribution
(Pickands, 1975), whose cumulative distribution function (cdf) is given by

@) H(x)=PE<x)=1-(1-k D" k=0
o
and the probability density function (pdf) is

:a*l(lvg)llk—l k#0

(5) h(x) “ .
= exp(-—) k=0

(04

where o > 0 is a parameter of scale, k is a shape parameter, and the domain of variation of & is such
that0 <x <eefork<0and0<x < a/k fork > 0.
The mean, variance and skew coefficient of the generalized Pareto r.v. are respectively:

(04
=FElE]=——
(6) u=E[E] T
2 = a’
7 — —
& o =varc] A+k)2(1+2k)
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(8) C, = 2(1-k)A+2k)"* /(14 3k)
The coefficient of variation of £ is therefore given by:

©) c, =% =fo s+ iT 2k e K1+ kY = ——
M 1+2k

Two important results following from a generalized Pareto modeling of exceedances are considered. The
first stipulates that if the maximum exceedance (y) in the time interval (0,1} of one year is considered:

sup &,
(10) £ (V) St
where the £ are always considered independent and follow a generalized Pareto pdf (5), and if excee-

dances arrive according to a Poisson process, then y(t) follows a generalized extreme value (GEV)
distribution with the distribution functicn (Rosbjerg et al., 1992):

F,(x) = Py (1) < ]
(11) F,(x):exp{—l[]—%]l”"} k#0

(12) =exp[-Ae "] k=0

where A is the Poisson parameter (Equation 3), which represents the average number of exceedances
per year. Note that the shape parameter k of the generalized Pareto distribution is the same as that of the
generalized extreme value distribution.

The second property of the distribution stipulates that if the random variable & follows a generalized Pa-
reto distribution, then the conditional distribution of £ - t, knowing that & > t, also follows a generalized
Pareto distribution with the same shape parameter k. This property will be used in the next section. In
hydrologic applications, the values of interest of the parameter k range between -0.5 and 0.5 (Hosking
and Wallis, 1987).

From a sample of flood exceedances with mean X and variance s, the parameters o and k of the gene-
ralized Pareto distribution are estimated via to the method of moments by the equations:

(13) x=o/(l1+k)
(14) s’ =a’ /(1+k)*(1+2k)

The parameter estimators are therefore:

o ke X
15 U=
(15) > (s2+1)
~ 1 X°
(16) kZE(S_Q_I)

and for k > -0.25, Hosking and Wallis (1987) have shown that & and k are asymptotically normally dis-
tributed with:
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Finally, the estimation of any flood quantile Qr (discharge of return period T) can be obtained as Qr = Qg +

X by solving for x as a function of T in the equation T = 1/(1-Fi(x)), where F{x) is given by Equation (11).
This gives:

a8 o=, + 21 (Ln T Y| wsg
T — XB ]2 /;l: T -1
(19) =0, +anA+C) k=0

A A

where &, k, A are the estimates of o, k, and 2, respectively, and C = -In(T/T-1).

2.1 Analysis of Base Flow Qg

Wang (1991) showed the effect of the choice of base flow on the estimation of various quantiles. In a partial
duration series, he found that the base flow Qg could be increased up to a certain level, without affecting
the efficiency of the estimation of the quantiles. For this study, the base flow has been chosen to satisfy
certain conditions and mathematical properties. In effect, if the arrival of exceedances follows a Poisson
process, equality of the mean and variance is a characteristic of the Poisson law. Even if this property is
necessary but not sufficient to guarantee a Poissen distribution, it may still be used as a first step to
eliminate the base flows for which this condition is not satisfied. It is equally necessary to try to satisfy
statistical tests of goodness-of-fit such as the chi-square test for the number of exceedances, or the Kol-
mogorov-Smirnov test concerning the distribution of exceedances and annual-maximum exceedances.
The base flow was also chosen such that there would be at least one exceedance on the average per year.

2.2 Fitting the Generalized Pareto Law to the Exceedances

This study uses a simple graphical procedure as a first step to check the suitability of the generalized
Pareto law as a model to fit the exceedances. The procedure is based on the property that when the
generalized Pareto density function is truncated from below, the part above the truncation level always
follows the same type of law, and the shape parameter k remains constant. Therefore, for several trun-
cations, Equation (9) is used to calculate the coefficient of variation, that is:

(20) C =

Yo+ 2k

This coefficient therefore remains constant if the exceedances follow a generalized Pareto distribution,
and for k = 0 the coefficient of variation equals one, signifying that the distribution is exponential. An
approximate confidence interval on Cy may be calculated, at a 95% confidence level, by taking the esti-
mated value of C, * twice the standard error:

1)
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where for large sample sizes we have

20 Var(C. ) ac, \ Var(k)
ar £ ar
(22) " k),
dC, d | |
(23) T = 372
dk  dk| 142k (1+2k)"
and from Equation (17), one may write
~ 1 1 :
(24) Var(f) = | — L4E) (1+2k)* (1 +k +6k?)
N (1+2k)(1+3k)(1+4k) ik
so that:
N 2 1/2
IE@V i2|:(] 12»’()3 %(1 4(_1k) 3(I:)J(r1k Z:T )]
+2k) + +
(25)
23

+2(1+k) (1+k + 6k> 4
T4 20 | NA+3k)(1+ 4k) |,

3 NUMERICAL APPLICATION

To provide an example, we shall consider 53 hydrometric stations located in the province of New Bruns-
wick, Canada. A detailed analysis was performed on each station to estimate the recurrence of floods for
various return periods. This analysis was used to verify that the number of exceedances may be repre-
sented by a Poisson process, and that the magnitude of these exceedances may be represented by a
generalized Pareto law. The base flow is first chosen in order to fit the generalized Pareto distribution to
the exceedances, by estimating its scale and shape parameters. The goodness-of-fit tests are then car-
ried out, and the quantiles for various return periods are estimated. In this study, in order to preserve a
certain degree of independence between two consecutive floods, and without having to be too restrictive,
the following procedure was adopted (as proposed by WRC, 1976):

1. the exceedances of the base flow had to be separated by at least five days;

2. the intermediate flows between two floods had to descend to less than 75% of the least important

flood in order for both flood events to be retained in the model.

In this type of study, it is very important to verify the reliability and the exactitude of the data that often
exists in the form of a temporal series. As indicated by Bobée and Ashkar (1991), for the results of the
frequency analysis to be theoretically valid, it is necessary that the flood series satisfy the criteria of homo-
geneity, stationarity, and independence. To verify these criteria, tests such as Mann-Whitney and Walad-
Wolfowitz can be used. On the other hand, to test the linear dependence among the successive values of
a given series, the analysis of autocorrelation may be employed. The autocorrelation coefficient at various
lags is calculated, and for an independent series, the correlogram must be equal to zero for all positive
lags. A confidence interval about the correlogram helps in deciding if it significantly deviates from zero.
The confidence interval is given by Yevjevich (1972):

—1+1.645VN-K-1

26 R, (95%) =

(26) k( e) N_K
_1423264N—K -

27) R, (99%) = 3N - !

where R autocorrelation coefficient at lag K
N: number of years of record
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In this study, in order to respect as close as possible the criteria of homogeneity, the analysis has
been restricted to Spring floods, i.e., those occurring between the 60th and the 180th day of the calen-
dar year. This choice comes from the fact that in New Brunswick, according to Acres (1977), the most
important floods of the century have occurred during Spring. These floods are generally caused by
rain and melting snow with the presence of ice increasing the damage.

The period of study spans over seventy years. The collection of data has not been previously released in
its entirety; although certain stations have been extensively studied. The median number of years of
record is twenty-three. Specific years may have been excluded from the analysis in the event of insuffi-
cient data. The data used are provided by Environment Canada.

3.1 Distribution of Flood Exceedances

The estimation of events of return period T is sensitive to the choice of distribution used to model the
exceedances. Therefore, before proceeding with the calculations, it is pertinent to choose the law that
is most applicable. A simple graphical method is infroduced to visualize the value of coefficient of
variation (C,) of exceedances at various truncation levels, which is intended (along with a goodness-
of-fit test) to help check the suitability of the generalized Pareto law as a model to fit the exceedances.
For each truncation, the sample C, is calculated and used to construct an approximate 95% confidence
interval for the population C, (Equation 25). If the generalized Pareto law is appropriate, it is necessary
that this coefficient remain constant for various truncation levels. Thus, if the coefficient of variation is
constant and different from unity, the Pareto law might be appropriate. In the case where the coefficient is
constant and equal to one, the exponential law might be more plausible. Finally, in the event that this
coefficient changes with truncation level, it is preferable to fit exceedances using a law other than the
generalized Pareto. This graphical procedure has been applied to the fifty-three stations in the data base,
and has been later supported by a goodness-of-fit test (Kolmogorov-Smirnov). According to the procedure
just outlined, forty-two stations in the Province of New-Brunswick showed the generalized Pareto law to
be appropriate for modeling the exceedance values.

3.2 Specific Choice of Base Flow, Qg

As has been mentioned, the partial duration series are used to model exceedances above a certain
threshold. The determination of this threshold, commonly referred to as the base flow, requires careful
thought. In this study, the determination of this threshold was based on several criteria and a compro-
mise between several tendencies. First, the methodology suggested by El-Jabi et al. (1986) was
applied, which employs a property of the Poisson distribution that the ratio (r) of the mean to the
variance is theoretically equal to unity. For various base flows, the stability of this ratio about unity was
checked for the various stations.

Figure 3-1 shows an example of a graph of this ratio r. Furthermore, the base flow had to be chosen
high enough to satisfy the two conditions of: (1) a low autocorrelation between exceedances, and (2)
an adequate fit of the hypothesized distribution to the exceedances (e.g., generalized Pareto).

‘r Observed = -~~~ Poisson
S B
o, o
5w 4
S50y 3
8250 2
>E'U>’1.
=S o
8:8 O T 1 T ™1 \ZS R S e e § T
£ 3 0 N % 9% 695 Kk o 9
Q. Q. \' }\. (‘L.» rl,. (b. r‘b. b“

mean number of exceedances per year

Figure 3-1: Determination of the base flow with the ratio of the mean to the variance of the number of
exceedances per year.
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3.3 Regionalization

Flood quantiles were first estimated for different return periods from flocal (at-site) analysis of the flood
records. However, to improve the estimation of the quantiles, a regional study was also performed. Homo-
genous regions were formed, using the method of “region of influence” (Burn, 1990). This took into consi-
deration the regionally recorded flood flows and physiographic characteristics of the basins. Of particular
interest was the regional estimation of the 700-year flood by the P.O.T. method. This regional estimate
was calculated from a regionalization of a shape descriptor of the generalized Pareto density. The shape
descriptor used was the coefficient of skewness, Cs, which is a dimensionless function of the shape
parameter k [Equation (8)]. After defining the regions of influence, / , for each target station i the coef-
ficient of skewness is calculated for each station je /;, using Equations (16) and (8). The regional coefficient
of skewness (Cs) is then calculated for each target station, J, using the methodology described by Burn
(1990) . Finally, a regional k (k") is determined in order to permit the calculation of the regional 100-year
flow X*7; for the given target site [Equation (18)]. The relationship between the regional and at-site k
values is shown in Figure 3-2. The relationship between the regional and the at-site 700-year flood esti-
mates for the various sites is shown in Figure 3-3.
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Figure 3-2: Relationship between the regional and at-site k values.
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4 CONCLUSION

The method of peaks over threshold (P.O.T.) was used to perform a flood frequency analysis and to esti-
mate flood quantiles for 53 hydrometric stations in the province of New Brunswick, Canada. It was obser-
ved that the choice of truncation level (base discharge) remains a significant variable to be carefully
handled in this type of approach. It is important that this threshold level be neither too low so as not to
violate certain statistical criteria such as the independence between successive exceedances, nor too
high so as not to lose information that may be pertinent to the analysis.

The data series that was used represents the daily average instantaneous discharge during the Spring
season. During this season some of the most important floods of the century in New Brunswick have
occurred. It was also important to restrict the analysis to a time period (season) within which flow data are
more or less homogeneous. This homogeneity assumption can be checked by a statistical test such as
the Mann-Whitney.

The base flow was then determined to satisfy the Poisson arrival process for the exceedances. In fact,
only six of the fifty-three stations were rejected by the chi-square test based on the fit of the Poisson law to
the number of exceedances per year. The details of the method used to determine the base discharge
have already been presented by El-Jabi et al. (1986). This method suggests choosing a base discharge
so that the ratio of average number of exceedances per year to the variance stabilized around one, and at
the same time obtaining: (1) a low autocorrelation between exceedances based on a correlogram
analysis, and (2) an adequate fit of a hypothesized distribution (e.g., generalized Pareto) to the excee-
dances based on the C, test and a goodness-of-fit test. For the base discharges chosen, the average
number of exceedances per year (L) was generally quite low (predominantly between 1 and 2), since only
the Spring season was considered. However, about 20% of the hydrometric stations presented a A value
greater than two.

In the regional analysis, the generalized Pareto law was systematically used to fit the exceedance
values, even though the C, test showed that for a small number of stations, the application of this law
was probably not totally adequate. To estimate the parameters of this law, the method of moments
was preferred to the methods of maximum likelihood and of probability weighted moments, based on a
study by Hosking and Wallis (1987). Only one station displayed a shape parameter estimate greater
than 0.5, which is considered an extreme case. As for the regional analysis, the method of "region of
influence" was found to be quite easy to apply (Burn, 1990).
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SUMMARY

Evaluation of maximum floods and their computation is one of the main and most complicated prob-
lems for the natural specific condition of the Albanian hydrographical network (mountaineous regions,
lake system presence, intensive precipitation, snowmelt flood, etc.)

Flood studies on the Albanian hydrographic river network are performed by estimating maximum dis-
charge with different probability, computing flood characteristics, evalutating rainfall regime and mor-
phological factors that influence on the process of flood formation. Determlnatlon of regional formulas
for the ma)umurn discharge of medium catchment area (250 - 2000 km” ) and small catchment area
(50 - 250 km ) and classification of the homogeneous physiographical regions are an important part of
the study.

In Albania many hydrological studies were performed to evaluate the maximum discharge of the river
system (Pano, 1984 and 1982; Avdyli, 1983, 1980 and 2000; Selenica, 1982; etc.). In this paper, from
the existing partial studies it is attempted to present a general evaluation of the maximum floods in the
Albanian river system, including the maximum discharge regionalization.

Keywords: Floodwaves determination, annual maximum discharges, regionalisation

1 DESCRIPTION OF REGION AND DATA USED

The catchment area (F) of the Albanian hydrographical network is 43 305km?, where 28 500 km? is
inside the Albanian state territory and rest outside it.

In the Albanian hydrographical network, there are 11 principal rivers together with their fumerous
branches, such as Buna river with the catchment area of F=19 582 km?, Vjosa F 6706 km®, Semani
F=5649 km2 etc.There are 125 other rivers with small catchment areas (F>50 km® ).

The catchment area of the Albanian hydrographical network has particular natural conditions (the ave-
rage altitude 785 m above sea level, presence of lake system Prespa-Ohri-Shkodra lakes of surface
270-365 km are among the biggest and most important lakes in the Balkan), the Mediterranean typical
climatic regime (the annual precipitation up to 3500 mm), the intensive snow melt, etc.

Maximum floods evaluation was carried out based on the many years archival data of the Albanian
hydrometeorological Institute. Albanian monitoring network consists of more than 175 hydrometric
stations with observed periods of 20-50 years, 125 pluviometric stations and 35 pluviographic stations
with 15-45 years observed period. These stations are located on all over the territory.

National topographical maps of 1:25 000 scale used to estimate the catchment characteristics.

2 FLOOD WAVES FORMATION AND MAXIMUM DISCHARGE

Floods formed in the catchment area of the Albanian hydrographical network are more of rainfall origin
and less of melange origin (snowmelt-rainfall). Rainfall floods are formed during the first part of the wet
period of the year (from X to XI). While melange floods are formed during the second part (from | to II1).
In general, in the Albanian hydrographical rivers network have four distinct types of flood hydrograph
(Figure 2-1).

In the Table 2-1 is presented the maximum peak discharge with different probabilities (p%) for the
main Albanian rivers (Qo", Cy, Cs).

The relationship: Qu=f(h) ,where Qn, is discharge inm %s and h respectively level in the hydrometer, is
used to compute the volume (Wo'") of the flood wave in the Albanian river system.
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Figure 2-1: Flood types in Albania hydrographic river network
(a,b - one-peak flood c - two-peak flood d - multi-peak floods).
Table 2-1:  Maximum discharge with different probability P %, for the main rivers of the Albania
Hydrographical Network.
Basin | Mean Statistical
Surface Altltudle parameters Probabilities p %
Nr. BT Area |of basin "
F h 90 Cv | Cs
[km?] [m] |[m°/sec] ot o2 ] o0o5] 10| 20
1 | Drinii Zi - Kukes 5885 1132 640 |0.48|1.42|1680|1480|1240|1060| 860
2 | Drini | Bardhe - Kukes | 4965 862 700 |0.56(1.72|2150|1830[1190|1220| 960
3 | Drini - Vau Deje 1365 988 2680 |0.41| 1.8 |6530|5870|4850|4120| 3400
4 | Mati - Shoshaj 646 963 309 |[0.39|1.56| 750 | 685 | 564 | 452 | 411
5 | Fani- Rubik 1010 696 822 |0.42|0.84 1833|1677 |1420|1200| 1085
6 | Erzeni- Sallmonaj 755 438 587 |0.47|1.88|1560|1380(1130| 950 | 763
7 | Ishmi - Sukth 651 367 625 |0.67|1.34|1980|1740(1420|1180| 925
8 | Devoalli - Kozare 3120 962 631 0.47 | 1.38|1600|1440|1210|1030| 842
9 | Osumi-Ura 2070 852 489 |0.54|1.38(1370/1220(1010| 843 | 673
Vajgurore
10| Vjosa - Pocem 5570 947 1820 | 0.42 | 1.68 |4860|4420|3630|3130| 2620
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Parameters of flood-wave volume probability distribution (Wo Cv, Cs) for two dlfferent river types of
the Albanian hydrographic river network are calculated (Drini river, F=13650 km? in the North of the
drainage area and Vjosa river, F=6680 km® in the South). For these rlvers grapho-analytic relations
are also compiled as follows: Q1=/QM_f(F) Wie, _f(F) and W, —f(Qr ). Equations describing flood
volume relation for a given probability (Wpe,) with its maX|mum discharge (Qge, ) are as follows:

a) for Drini river, Wp-,-jM =0.180 Qg +207 8, R°=0.95, Er=+5,2% (where R is the coefficient of

correlation and Er is relative deviations)

b) for Vjosa river, Wpe," =0.145 Que, -92.0, R?=0.84, Er= 15,6%
Equations describing maximum discharge relation for a probability to 1% (Qv.;,M) with catchment area
(F) for the main hydrometric principal axes are as follows:

a) For Drini river, Qi<," =0.0075F***' | R°=0.88, Er=%7,1%

b) For Vjosa river, Qi<," =0.00006F"'*%* | R?=0.99, Er=+5,7%
Equations describing maximum volume relation for a probability 1% (Wp-,"' ) with catchment area 7
for the main hydrometric principal axes are as follows:

a) For Drini river, Wy-," =0.0000F*%"® | R°=0.99, Er=+8,3%

b) For Vjosa river, Wie," =0.00266F " ***° | R°=0.98, Er=16,2%

3 REGIONALISATION OF THE TERRITORY

In this paper the division scheme of the Albanian territory in homogeneous regions, based on evalu-
tation and determination of the natural factors influencing the flood flow process formation are presen-
ted. Many studies, treating maximum discharge of the river systems in correlation with catchment area
characteristics are published (Rodda,1971; Kennedy, 1971; Stanescu, 2000).

One of the important representative |nd|cators to estlmate the integral impact of the flood flow forma-
tion process is the maximum discharge module (qg+=; ) Apart from, flood flow coefficient ((Pv ) is also
important.

In the general scheme of flood flow formation process, natural conditions of the catchment area of the
hydrographical network of Albania are grouped as the follows:

a) HAF — morphometric parameters.

b) ©e Hyg2* — hydrometeorological parameters, where Hi-** is the maximal 24 hours precipitation

of p=1% propability in mm.

c) B/L - hydrographic parameters, where B is the width of river basin and B is length of basin.
Analysing and dividing the Albanian territory in homogeneous areas, region is accepted as the small-
est tacsionometric unit.

Classification is carried out for the following flood categories: high, low and mean.

Because of the physiographical conditions of the Albanian territory, especially the Mediterranian typi-
cal climatic regime and mountainous relief, the principal natural factors that influence on the flood flow
process formation are:

a) Climatic regime, especially atmospheric rainfall intensity

b) Morphological factors of the territory
Climate in the Albanian territory is Mediterranian typical . The mean annual precipitation on the plains
varies from 650-1100 mm and on the mountains is about 3000-3600mm. The archival pluviographical
data are used to estimate the intensity — magnitude - frequent relation of the rainfall.

Evaluation of atmospheric rainfall intensity is based on the construction of regional curves of the rain-
fall reduction calculated by means of Smirnova’s method, (Smirova, 1971). This calculating manner
is considered more conform to regionalisation aims. Three different types of reduction curves of rain-
fall with increasing time interval -t, which are the same with them of regions of maximum discharge
module could also be identified in the Albanian territory (Figure 3-1).

Morphological factors are determined by the topohydrographical characteristics of the catchment area.
The main considered parameters are:

F - basin area, h - mean height of basin, L - length of river reach, B - width of basin, | - the slope of
bottom, Isl — the slope of mountains.
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Figure 3-1: Reduction curves of the rainfall layer and their intensity.

4 PROCEDURE OF REGIONALISATION

This procedure consists of determination of the relationships between the maximum discharge module
M 24
and a set of basin characteristic ¢, = f(F, h,B,L, ®, Hm
a) Computation of maximum 24 hours precipitation with 1% probability H(p,24) for the represen-
tative meteorological stations.
Subroutine COMP(QM, aM,YM,i, |, p)
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- Albanian territory classification by gradients PM = H** 1, / h
- Composition of geographical distribution map for 24 hours precipitation with p =1% probability
according to respective values of the gradient PM (Figure 4-1).
b) Input data of maximum discharges, flood volumes, etc.: Qy, aV(i), i =1,...,N, H{j), F(i), j =1,....M,
pk
- Main parameters computation of the maximum discharges for representative axes such as
maximum discharges Qg’% , flood flow coefficient 9’%5 , flood flow layer v[‘;{o , interval of travel

time 7 etc.

po:
Subroutine COMP(QM, aM,YM.,i, |, p)

- Computation of the specific maximum discharge module with 1% propability (Bse, ) for hydro-
metric representative axes, B=qM1a; F'2, where qu is maximum discharge module with 1%
propability.

M QK(i,p) = QM(i,,p); B(ij,p) = QK(ij,p)™ F()
- Evaluation of the territory based on the gradient

(2) R(i.j.p) = B(i.,p)/h(j)

- Regionalisation of the territory based on values of the parameter B(i,j,p) (Figure 4-2).
¢) Calculation of g.(p,m) with p% probability for the representative hydrometric axes.
- Calculation of gradient P = ¢y(p,m) /h, which together with ¢.(p,m) serves for the territory
regionalisation.
- Output of all results for all calculated parameters of this algorithm.
d) Computation for the reginalisation of territory by means of :

(3) qlﬂfv :f(Fa h’: Ba L:q)]cbaHl‘.b)

- Input data q.(p,m) preliminary obtained from algorithm 2.
- Computation of parabolic approximate B(p) = qu(p,m)(F+1)"
- From relation

(4) W =Q/H(p,24) = qu(p,m)(F+1) " (B/L) / (hv"- H(p,24)),

are calculated values of B parameter.
- Determination of calculated formula for regions with surface F>250km?:

(5) au(p.m) = (@ h" - ®(p) - H(p,24)) / (1000 - (F+1)" - (BIL))

e) Computation of the atmospheric rainfalls intensity and regionalisation parameters (Table 4-1).
- The integral curves of atmospheric rainfalls reduction:

(6) W =Htp/Hp=f(p, T)/f1(p)= Wp(T)= WHp,T

- The integral curves of mean intensity of the heavy rainfalls: I=HWp/ T= Hp Wp(T)/ 7= Hp W(T)

- The integral curves of minimal intensity of heavy rainfalls: ITp=dHTp/dT=d[Hp Wp(T))/ dT= Hp
W(r}

- The integral reduction curve of the rainfall layer

- Reduction coefficient of the rainfall n= Wp(T)/ W(T)

- The empirical subsidiary curves S; =16,67y; and E.=1v S(1)=1V16.67y(1)
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- Figure 4-1: 24 hours geographycal distribution rainfall map with p=1 % probability.
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Figure 4-2: Maximum specific discharge module geographical distribution with p = 1 % probability
(B1=s).
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Table 4-1:  Regionalisation of the maximum discharge module on Albania.
NR ELEMENTS REGION 1 (Low module)
1 |24 hours maximum precipitation H>, H*" 1o, =75 - 120 mm
2 |Specific module of the maximum B1,=10- 30
discharge Bis, ~ (9" 12 - V F)
3  |Maximum runoff coefficient cpMm (I)M1=,c =0.30-0.40
4 |Rainfall Intensity: T=15" 30 60' 1200 180" 240
a) |Reduction of the rainfall depth W,(T) 0.195 0.310 0.399 0.493 0.555 0.807
b) |Mean intensity of rainfalls W(T) 0.013 0.010 0.0066 0.004 0.0031 0.0025
c) |Coordinates mean of rainfalls intens. 1T, | 1.14 0.834 0.328 0.196 0.134 0.095
d) |The coord. of the subsidiary curves S(1) | 21.67 17.17 11.00 6.83 517 417
e) |The coord. of the subsidiary curves E(T) | 32.25 61.20 108.4 1932 270 340
f) |Coefficient of precipitation reduction n 0.59 0.54 0.33 032 0.30 0.26
5 |Maximum discharge module 3.p1® s
Calculation of the maximum module for M ' Praelt 3%
g F>250km®: o R 1000(F+1)°% B/L
Q"o = 1(Fh, @ 1o, H™ 12, BL) (1)
b) |Calculation of the maximum module h
for F<250km”: q"e, = 0.0783 ( --- )26
q"s, =f(h,V F) VF
NR ELEMENTS REGION 2 (Average module)
1 |24 hours maximum precipitation H™ s, H*". =121 - 200mm
Specific module of the maximum _
2 discharge B ~ (q"10,- Y F) Biw=3] ~30
3 [Maximum runoff coefficient ¢ Y% @ Mo, = 0.41 - 0.50
4 |Rainfall Intensity: T=15" 30 60' 120' 180" 240
a) |Reduction of the rainfall depth Wy(T) 0.183 0.297 0.408 0.520 0.563 0.601
b) |Mean intensity of rainfalls W(T) 0.012 0.010 0.007 0.004 0.003 0.0025
c) |Coordinates mean of rainfalls intens. IT, | 1.56 123 052 0208 0.141 0.098
d) |The coord. of the subsidiary curves S(1) | 20.50 16.50 11.34 7.17 517 417
e) |The coord. of the subsidiary curves E(T) | 31.80 60.3 109.8 1956 270 341
f) |Coefficient of precipitation reduction n 0.61 059 037 023 022 0.19
5 [Maximum discharge module 1.66 hO @ .. 124
Calculation of the maximum module for| : P T 1%
4 F>250km?: %= 1000(F+1)°“° B/L
q"1es = f(F,h, © 12,H*"12,B,L) (F+1)
b) |Calculation of the maximum module h
for F<250km®: qu: e o L
q"e, =f(h, VF) VF
NR ELEMENTS REGION 3 (High module)
1 |24 hours maximum precipitation H* o, H* e, = 201 - 450mm
Specific module of the maximum _
2 discharge By, ~ (9", V F) Brey=81 =20
3 [Maximum runoff coefficient @ ", ¢, = 0.51 - 0,70
4 |Rainfall Intensity: T=15 30 60' 120° 180" 240
a) |Reduction of the rainfall depth W,(T) 0.113 0.189 0.284 0.390 0.491 0.543
b) |Mean intensity of rainfalls W(T) 0.008 0.006 0.003 0.003 0.003 0.002
c¢) |Coordinates mean of rainfalls intens. IT, | 1.83 148 1.02 0.38 0.397 0.295
d) |The coord. of the subsidiary curves S(1) | 12.67 1066 7.83 550 450 3.83
e) |The coord. of the subsidiary curves E(T) | 28.2 53.7 101 185 260 335
f) |Coefficient of precipitation reduction n 067 064 062 057 0.41 0.36
5 [Maximum discharge module 0.71 24
] Calculatiozn of the maximum module for e, = 0.897 W™ @15 H 1x
F>250km”: ° T 0.50
q"1ss = H(E., @ 1H? 1, BLL) 1000(F+1)""" B/L
b) |Calculation of the maximum module h
for F<250km®: o s O ATRA [ ey 9B
Q" =f(h, vV F) VE
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5 ESTIMATION OF THE CALCULATION ACCURACY

The relationship between calculated maximum discharge module g1, with formulas for F>250 km?
and observed module qw is expressed by means of equation:

7) Qs =1,049q+e,” — 28; R°=0,98; Er= +13.0%.

In the meantime for the calculation of maximum dis%harge module for F<250 km?’, the relationship
between calculated maximum discharge module gi-." and observed module ch»,M is expressed by
means of equation:

(8) gie." =1,035 qye, ' — 25; R°=0,85; Er=+14.3%

6 CONCLUSION

Maximum flood is an important and representative element of the hydrological regime of the Albanian
river system for the natural specific conditions.
a) - Floods formed in the Albanian catchment area are more of rainfall and less of melange (snow-
melt - rainfall). Beside this, generally are distinguished mainly 4 types of flood hydrograph.
b) - The principal results of the maximum flood regionalisation of the Albanian catchment are:
- The scheme of basin classification and division into homogeneous sectors based on evalua-
tion and determination of the natural factors participating in the flood process formation.
- Region is accepted as the smallest tacsinometric unit.
- The principal natural factors that influence on the flood formation are: morphometric h/VF,
hydrometeorological @1-, M Hse,M and hydrographic B/L.
c) - Classification was carried out for the following parameters: low, mean and high.
. The region with relatively low module values:
- 24 hours precipitation with p=1% probability He,2*=75-120mm.
- Specific maximum discharge module with p=1% probability B19‘,,=q-1<,;,M VF=10-30.
- Maximum flood flow coefficient with p=1%probability ¢1-,"=0,30-0,40
- Maximum discharge, modules respectlvely for:
a) Medium catchment area (F>250 km®)

9) q"es= (h "8 @ro H**10,)/11000(F+1)°% BIL
b) Small catchment area (F<250 km?2)
(10) q"1c.= 0.0783(h F) *6%%
Il. The region with relatively mean module values:
- 24 hours precipitation with p=1% probability Hs..**=121-200mm
- Specific maximum discharge module with p=1% probability Bs,=q:-." vVF=31-50
- Maximum flood flow coefficient with p=1%probability ¢1»,"=0,41-0,50

- Maximum discharge, modules respectlvely for:
a) Medium catchment area (F>250 km?)

(11) q"1en = (1.66 h®* @, H**1)/(1000(F+1)>* B/L)
b) Small catchment area (F<250 km®)

(12) q"e= 0.032(hA F) M5
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lll. The region with relatively high module values:
- 24 hours precipitation with p=1% probability Hi=,2*=201-450mm
- Specific maximum discharge module with p=1% probability Bwozqu VF=51-70
- Maximum flood flow coefficient with p=1%probability (p1ca,M=0,51 -0,70
- Maximum discharge, modules respectively for :
a) Medium catchment area (F>250 kmg)

0.71

(13) qM1e. = (0.997 h®7" 1o, H**10.)/(1000(F+1)% B/L)

b) Small catchment area (F<250 km®)

(14) q"1e= 0.4784(HN F) ©5°%
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FLOOD MODELLING AND PREVENTION
IN THE RHONE BASIN UPSTREAM OF LAKE GENEVA

Jean-Louis Boillat', Jérbme DuboisE, Anton Schleiss’, Frédéric Jordan'

! Laboratory of Hydraulic Constructions, LCH, Swiss Federal Institute of Technology, EPFL, 1015 Lausanne,
Switzerland, secretariat.lch@ epfl.ch

2 HydroCosmos SA, Rue de I'lndustrie 35, 1030 Bussigny, Switzerland, info@ hydrocosmos.ch

SUMMARY

Today, the possibilities of numerical simulation allow a fully deterministic and physically oriented ap-
proach of hydrological phenomena based on hydraulic equations to compute the flood generation and
routing in catchment areas. In alpine regions like in the Rhone Valley of the Canton of Valais, the
influence of the numerous hydroelectric schemes and reservoirs on the hydraulic regime of rivers is
significant and has to be considered as an additional parameter. In order to investigate the hydraulic
behaviour of such complex natural and artificial networks during floods, the computer program "Rou-
ting System” was developed at the Laboratory of Hydraulic Construction of the Swiss Federal Institute
of Technology in Lausanne. Its performance was tested and applied on the watershed of the Rhone
River Valley, upstream of Lake Geneva over a total surface of about 3750 km®.

Based on several meteorological scenarios, this numerical model allows to determine the natural run-
off in the catchment area taking into account the water diverted by river intakes as well as flood routing
in reservoirs for different operation rules of the hydropower and pumped storage schemes. Snow fall
and snow smelt are modelled with functions related to the atmospheric temperature. By dividing the
total area of the watershed into 83 sub-regions, a spatial rainfall distribution can also be considered in
the fully transient calculation.

After calibration with several recent flood events, the hydraulic response of the whole complex catch-
ment area was analysed in view of the flood formation and routing for various meteorological scena-
rios and possible operation cases of the hydraulic schemes. The results obtained revealed a signifi-
cant routing effect of the reservoirs on the flood peaks, even in the case of initial high filling rates at
the beginning of the flood season.

Nevertheless, the influence of the initial water levels in the reservoir clearly showed the potential of
optimising the operation rules of the gated dam spillways and powerhouses during floods. Furthermore
the management of flood plains could reduce the flood peaks. For this reason, the project is presently
extended towards a real time flood simulation tool with a direct link to meteorological forecasting and
hydraulic schemes. The aim is to elaborate an expert system, which can be used to manage success-
fully severe floods in the Rhone Valley. The real time simulation tool will also be linked to rainfall mea-
surement and discharge gauging stations in order to control and to correct it continuously.

Keywords: numerical modelling of floods, flood routing in reservoirs, flood prevention, meteorological
forecasting simulation, complex catchment areas

1 INTRODUCTION

Over a little more than 10 years, four important flood events have been observed (August 1987, Sep-
tember 1993, September 1994 and October 2000) in the watershed area of the Rhone River in
Switzerland upstream of Lake Geneva. In 1993, disastrous floods took place in the Upper Valais
region, in particular in the town of Brigue. In 2000, the disaster area was extended to the Lower Valais
{Figure 1-1).

Following the 1993 flood, the Canton of Valais set up an interdepartmental work group, mainly composed
of representatives of the Swiss Federal Office for Water and Geology as well as cantonal services. This
work group was responsible for managing the CONSECRU project (safety concept against flood risks), the
main objective being to make concrete propositions in order to reduce flood hazards in the future, including
the possibilities offered by hydropower schemes and their storage reservoirs.

This project was an opportunity to highlight the importance of large hydropower plants with their reser-
voirs and waterway systems for flood routing as well as the reduction of peak discharges downstream.
Promising analysis results have urged the Canton of Valais to improve flood prediction models and to
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acquire a tool permitting to couple meteorological and hydrological information. Some components of

this type of modelling are already operational on some watersheds.

The next step was to undertake the flood routing modelling over the total catchment area. This project

named MINERVE was initiated jointly by the Laboratory of Hydraulic Constructions and the Institute of

Soil and Water Management at the Swiss Federal Institute of Technology in Lausanne and the engi-

neering office HydroNat, under the coordination of the cantonal services for hydropower and water

courses of the Canton of Valais.

The motivations to develop the flood modelling were essentially to:

e gather all basic information — collected in the Valais watersheds concerning meteorology, hydrology
and hydraulics — for flood situations which could endanger people and properties;

¢ process these basic data into a dynamic model permitting to simulate temporal evolution of discharges
over the entire Valais territory, with the help of which the right decisions can be taken during floods;

» dispose of a flexible model which will allow to integrate in real time the most useful and most reliable
information in order to feed the simulation model, whether it be hydro-meteorological forecasts supp-
lied by MeteoSwiss or discharge measurements by means of remote-transmission by the Swiss Fe-
eral Office for Water and Geology or other entities.

The present document describes the conceptual modelling approach adopted for that purpose.

NN FE L W

Figure 1-1: Flooding pictures during the flood event of October 2000 in Valais (source: Nouvelliste
Journal, October 2000).

2 MODELLING CONCEPTS

In Switzerland, the major part of the hydro-electric potential is already equipped resulting in a large number
of hydraulic schemes on the Swiss plateau and in the Alps. Each one regroups numerous structures which
influence the natural flow of the water through its watershed. The possibility of modelling the behaviour of
the whole set of equipped catchment areas allows a better management of hydraulic schemes under
normal operation or during floods. Furthermore, the security of the hydraulic schemes can be evaluated
more appropriately in analysing the entire hydraulic system with a global approach.

The hydraulic system of the catchment area becomes rapidly complex, with several inputs, several
outputs and a set of regulation and operation rules. The modification of one element of this system
can have repercussions on the entire system, which importance is difficult to evaluate at first sight.
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Instead of tackling this complexity in full-face, the modelling numerical tool called "Routing System"
(Dubois & Boillat 2000) proposes an approach based on the flux generation and routing. According to
this concept, six hydraulic basic functions are sufficient to describe a hydraulic network:

e Flow generation. All the methods and hydrologic models are regrouped under this general name.

e Discharge splitting. This tool is able to represent likewise a simple orifice placed in a reservoir as
well as a complex intake structure comprising a dam, a reservoir, a spillway, a sand trap or even a
side weir in a flood protection system, which diverts a part of the discharge.

e Flood transport. Beside the routing of a flow discharge from one point to another in the river, this tool
modifies the hydrographs, when it is considered with a non-stationary behaviour.

e Discharge summation. This tool simulates the junction of various fluxes in a hydraulic network.

e Flow storage. It allows flood routing calculation in a reservoir.

e Flow control. This particular tool allows to generate functional relations of various control works
(spillways, orifices, ...) to convey them later into the other basic functions.

These basic tools are programmed in the LabVIEW graphical language and accessible in a library with

the help of icons (Figure 2-1).

x .
generation 'Q’:% - summation

% detention |

. &
separation ==

transport ;"‘ [ A regulation

Figure 2-1: The 6 basic hydraulic tools of Routing System.

The modelling concept is presented in Figure 2-2 by a simple hydraulic system. The modelled system
is the catchment area of the Turtman Valley in Upper Valais, whose outlet is the Rhone River. It is
divided into lower-level watersheds and contains the storage reservoir of the Turtman dam, in which a
directly connected watershed and two water intakes flow. Downstream of the dam, the main river and
its tributaries can also be modelled from the dam to the Rhone river. The use of an adequate sub-
division allows to model the system with the functional elements presented in Figure 2-1.

Turtmann reservoir Watershed

Hiétngramme (s 1

aNigbngé
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Figure 2-2: Turtman watershed and its hydro-power storage plant. Left: Routing System model.
Right: hydraulic system scheme.
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The input for every tool of Routing System can be characterized by variable or non-variable data.
Non-variable data are used to describe the system and are computed as constant values or as pre-
defined relationships such as reservoir water surface - volume rating curves. They are stored in ASCII
files and are read at every simulation.

Other types of non-variable data are the security constraints defined as operation rules for large dams.
In fact, the operation rules of the spillways of every dam are defined in official and legal documents,
established by the Federal Office for Water and Geology. In order to guarantee the safety of the dam
during floods, the dam owner has to control the flow discharge through the outlet structures in function
of the level of the water in the storage reservoir.

All these operation rules are considered in the model. For example, the water level - flow discharge
relationship of a reservoir is chosen at every time step in function of the actual state of the system and
security constraints, which are introduced in the model in the form of decision matrices stored in ASCII
text files.

Unlike non-variable data, hydro-meteorological data and the operation of the hydro-power plant vary
with time and represent the direct input of the model. The model then needs the variation in time of
rain intensity for every modelled watershed before each run.

The modelling concept was applied to the whole Rhone River watershed from the source to the outlet
in Branson, which represents a 3800 km® area including the Rhone River, its tributaries and the whole
hydro-power schemes (Figure 2-3).
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Figure 2-3: Catchment area of the Rhone River and major hydro-power plants and reservoirs.
For such a large scale modelling, the watershed had to be subdivided into 83 sub-catchment areas in

11 different zones shown in Figure 2-4. When computing different rain hydrographs at each water-
shed, corresponding hydrographs can be obtained at every node of the system.
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Figure 2-4: Hydrological subdivisions of the Rhone watershed in 11 regions and 83 smaller catch-
ment areas.

3  THE FLOOD OF OCTOBER 2000

With the model described above, a first simulation focused on the sensitivity analysis of the influence
of dams during flood events. The parameters studied were the initial rate of filling of the reservoirs and
the start-up process of the turbines. The results obtained show clearly the important role of the dams
during the flood event and in particular the effect of the initial filling rate of the reservoirs (Figure 3-1)
(Dubois et al., 2000), (Raboud et al., 2001).
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Figure 3-1: Influence of the initial filling rate of the reservoirs on the flood peak on the Rhone river at
Branson (left) and on the Viege river at Viege (right), as a function of start-up of turbines
(Tmin indicates the filling rate at which the turbines are started).

In a second stage, the model was used to simulate historical events. The extreme flood event of

October 2000 on the Rhone River in the Valais region is of special interest, since it was documented
in detail in view of locally varying rain data, flow discharge measurements at several gauging stations
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as well as data of hydro-power plant operations. Such data are obviously very useful for the calibration
and validation of the model. Furthermore, this event was used to quantify the effect of dams and stor-
age reservoirs on flood protection.
The meteorological situation in mid-October 2000 was as follows: A cyclonic depression was blocked
between two high pressure fields located over the Atlantic Ocean and Russia. This situation generated
a strong, warm and wet stream from the South over the Alps. The transportation and uplift of wet air
on the South side of the Alps resulted in long precipitations with locally very high intensities, especially
in the Ticinese Alps and the Valais. At the same time, the temperature in this region increased by the
arrival of warm air, which raised the zero Celsius isotherm to an elevation of 3000 meters.
As a consequence, extreme rainfalls occurred between the 11th to the 15th and during the 30th and
31st October in Switzerland Alpine regions. The daily peak value was reached on the 13th October at
the Bognanco-Pizzanco measurement station (ltaly), where 396 mm rain in 24 hours was measured.
On the 14th October, 250 mm was registered in Simplon-Dorf station (CH).
The peak dlscharge in the Rhone River reached Branson on the 15th October 2000 at 1 p.m., at a
value of 980 m¥s. During the same day, in the morning, a maximal discharge increase of + 67 m*/s
per hour was reached, which corresponds to a 35 cm/h increase of the water level in the Rhone River.
An interpolated spatial rain distribution was used for the simulation based on field rain measurements
in the catchment area. Hydro-plant operation data were also collected from hydroelectric companies.
The comprehensive model was calibrated using an automatic procedure adjusting the main hydrolo-
gical parameters. The computed results were analysed in five different locations corresponding to five
gauging stations on the Rhone River and on the Viege River in the town of Viege. They showed a
good agreement with the observed hydrographs. The flood rise, the peak discharges as well as wave
speed were correctly reproduced (Jaberg, 2002).
The result of the simulation in Branson is presented in Figure 3-2 (left). The picture shows a sudden
decrease of flow discharge occurring just after the flood peak which is the result of a failure of the river
embankment dam located a few kilometres upstream near Chamoson. This unpredictable outflow from
the Rhone in the flood plain was estimated at 3.5 mio m® and was not considered in the model, which
was therefore calibrated with a corrected hydrograph.
In order to study the effect of hydropower plants storage reservoirs, two cases were compared. The
first case was without considering the hydro-power plants and reservoirs. The second case was
simulated using the measured reservoir filling rates and the prescribed operation rules. The results of
thlS comparison in Branson are presented in Figure 3- 2 (right) and show a peak discharge of 1120
m®s without hydropower plants compared to 980 m’/s with these schemes. This is a 140 m%s
reduc:t|on corresponding to a 75 cm water level decrease in the Rhone, which was a vital event in view
of dam failure.
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Figure 3-2: The flood event of October 2000 at the gauging station near Branson. Left: comparison
between the measured and simulated hydrographs. Right: comparison of the hydro-
graphs simulated with and without the hydro-electric power plants and reservoirs in the
catchment area.
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4 CONCLUSIONS AND OUTLOOK

Results obtained so far with the help of a powerful hydraulic model of the watershed of the Rhone

River in the Valais allow to compare hydrographs in any location in the catchment area. The positive

influence of hydro-electric power schemes on flood peaks in the Rhone River and its main tributaries

could be clearly shown.

The importance, efficiency and precision of this model can be considerably increased by feeding it

continuously with real time measured data (precipitation, discharge, etc.) and with meteorological fore-

cast. This development will allow to follow flood evolution in real time and to suggest anticipated ope-

ration measures for hydro-power plants (lowering reservoir level, start-up of turbines, etc) at the

location in the catchment area with the greatest benefit on flood peak reduction. The goals pursued

can be summarized as follows:

e Develop a real time flood forecast tool on the basis of coupling of meteorological information with a
hydrological model.

e Simulate flow through schemes and along rivers, for different meteorological scenarios.

o Follow in real time water flow through hydraulic schemes and rivers, with the help of the automatic
acquisition of measured data.

e Optimise the operation rules of hydropower plants and dams in view of flood protection, for a certain
meteorological scenario.

e Develop user-friendly screen menus for the simulation tool by control panels and window technique.

e Transfer this tool to a task force which can prepare decisions and action plans for the local
government (such as lowering water level in storage reservoirs, of accumulation basins, decision to
start or stop operation of powerhouses, closure or opening of intakes, information and preventive
evacuation of the population, etc.)
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OPERATIONAL FLOOD FORECASTING IN MOUNTAINOUS AREAS -
AN INTERDISCIPLINARY CHALLENGE

Therese Blrgi

Federal Office for Water and Geology, 3003 Berne-litigen, Switzerland, therese.buergi @ bwg.admin.ch

SUMMARY

For over 15 years the Swiss National Hydrological Survey (SNHS), which is part of the Federal Office
for Water and Geology (FOWG), has been using hydrological forecast models for the Alpine catch-
ment of the River Rhine at Rheinfelden. Initially, statistical methods were used. Today the SNHS uses
the conceptual HBV3-ETHZ rainfall runoff model linked with data from numerical weather forecast
models. This rainfall runoff model is based on Bergstrdom’s HBV3 model (Bergstrom, 1976) which has
been adapted to the hydrological and meteorological conditions prevailing in Switzerland by the Geo-
graphical Institute of the Federal Institute of Technology in Zurich (ETHZ). Furthermore, a new fore-
casting system is at present being developed in collaboration with the Institute for Inland Water Mana-
gement and Waste Water Treatment (RIZA) in the Netherlands.

Because of its complexity, the Alps offer meteorologists and hydrologists interesting challenges in the
way of developing forecast models. The locally varied and mountainous topography challenges
meteorologists to develop numerical weather forecast models which encompass both large-scale
weather patterns and extremely localised phenomena and which forecast the weather on both scales
with geographical and temporal accuracy. For hydrologists engaged in developing models, and in
particular in daily operations, the particular character of the Alps means that they have to take into
consideration the fact that bodies of water in the small, steep catchments in the mountains are highly
sensitive to precipitation, owing to the low storage capacity of the soil. The delay between rainfall and
rising water levels is short. This means that both rapid rises in water level and maximum flood peaks
must be forecasted with precision.

The winter months in the Central Lowlands constitute a further challenge for specialists in both dis-
ciplines. Under the influence of a warm front combined with heavy precipitation the snow cover can
melt within a very short period. In order to be able to forecast such an event with hydrological
precision it is essential to have exact forecasts for air temperature, 0°C-altitude and volume of rainfall.
In view of this strong link between hydrology and meteorology it is necessary for the two disciplines to
work closely together. Considerable progress is expected to be achieved by further developing the
numerical weather forecast models and improving precipitation measurement (using radar).

A hydrological forecasting system for the Alpine region must include human influence, as well as
natural factors. In this respect, water resource management and the regulation of the level in the
Alpine peripheral lakes must be mentioned.

If it is possible, together with research, to combine all these characteristics of the Alpine region into an
operational hydrological forecasting system for the Rhine catchment and thus to obtain satisfactory
results, we shall also be able to develop such systems for the Swiss river systems on the southern
side of the Alps.

Keywords: operational hydrological forecasting, model

1 INTRODUCTION
1.1 The basin of the River Rhine in Switzerland

The Rhine catchment as far as Basle covers an area of some 36,000 kmz, which is the larger part of
northern Switzerland. From a topographical point of view this area can be divided into three zones. In
the north are the Jura Mountains whose highest point is just over 1,600 m, in the south the Alps with
several peaks at over 4,000 m, and between the two the Central Lowlands, which range from 200 m to
900 m in altitude. From a hydrolog|cal point of view the Rhine catchment can be lelded into the
catchments of its maln tributaries, the River Aare (211 750 km® ), the River Reuss (3,380 km ) the River
Limmat (2,400 km®) and the River Thur (1,700 km?) (Figure 1-1).
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Figure 1-1: The River Rhine catchment in Switzerland.

From a climatic point of view northern Switzerland is strongly influenced by the prevailing weather
patterns which arrive from the north and north-west. Here the Alps form a barrier which blocks and lifts
the air masses which arrive in particular from the north-west. Consequently, the northern slopes of the
Alps receive the most precipitation in the Rhine catchment. Mean annual precipitation in the Alpine
area is around 3000 mm/a, in the pre-Alps 2000-2500 mm/a and in the Central Lowlands 1000-1500
mm/a, with approximately 1500 mm/a in the Jura Mountains. In all regions maximum rainfall is in the
summer. There is no clear seasonal rainfall pattern, however, and long-lasting or heavy rainfall may
occur at any time of the year. Owing to the differences in altitude, in winter the area can be divided
into regions with a seasonal single build-up of snow and those with alternating snowfall and melt, de-
pending on the weather pattern through the season.

The hydrology of the Rhine catchment reveals a differentiated picture, however. With the exception of the
Thur, the seasonal runoff pattern of the tributaries of the Rhine is clearly defined. Under the influence of
snow and glacier melt, peak discharge levels occur during the summer months and the lowest levels during
the winter. A further characteristic can be seen in the Alpine peripheral lakes. Thanks to the retaining influ-
ence of these lakes flood runoff from the high Alps is attenuated, which in tum reduces the maximum
discharge peaks. The Thur catchment is the only area which does not include any lakes, which means that
a flood wave from this region flows down into the Rhine with little hindrance or loss of power.

1.2 The challenges for a forecasting system

In view of its natural and man-made characteristics, the challenges which a hydrological forecasting

system for the Rhine catchment in Switzerland must meet can be summarised as follows:

1) The forecasting system must be able to predict with precision rapid increase and decrease in
water level as well as the level and timing of extreme flood peaks (Figure 1-2). This is important
because, owing to the steep slopes in the catchments, the rather small basins and short time lag
(4-10 h), floods are rapid events.

2) The forecasting system must also give precise predictions of winter flooding in the Central Low-
lands which occur as a result of a combination of melting snow and heavy rainfall. This is impor-
tant because a continuous snow cover in the Central Lowlands can melt completely within a few
hours under the influence of warm air advection and associated widespread heavy rainfall. This
combination of widespread heavy rainfall and large volumes of water from snow-melt can lead to
rapid and considerable rises in water levels.

3) Furthermore the forecasting system must take into account man-made influences in the catch-
ments and their effect on discharge patterns of rivers and lakes. In particular the system must be
aware of the rules for regulating the water level of Alpine peripheral lakes and calculate in a
suitable way the volume of water retained by reservoirs and the delayed and controlled release
into the drainage system over the following days and months.
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Flooding of the Rhein at Rheinfelden Flooding of the Thur on 9.9.2001
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Figure 1-2: Flooding in Switzerland is an event of some few hours up to two days either for the whole
river Rhine or for the tributaries. The peaks to forecast are very acute.

2 OPERATIONAL FORECASTING IN SWITZERLAND
2.1 Developing an operational service and a clientele

As early as the 1940s research and development was being carried out in Switzerland, namely at the
Zurich Federal Institute of Technology (ETH), for a hydrological forecast model for the River Rhine
catchment. Thanks to this research it was possible to develop operational short-term forecasting after
1960 (Schéadler, 1993). In order for the ETH to be able to concentrate more on research and deve-
lopment, an agreement was drawn up in 1986 whereby operations concerning forecasting would be
transferred to the Swiss National Hydrological Survey (SNHS) at the Federal Office for Water and
Geology (FOWG). Since then the SNHS has been issuing hydrological forecasts from Monday to
Friday for the Rhine at Rheinfelden. These forecasts cover the period from the time of issue until
midnight on the next day but one. In the case of flooding, forecasts are also issued on Saturdays,
Sundays and Bank Holidays, as well as several times daily. When water levels are high and extreme
flooding is expected new forecasts are issued as frequently as every 2 hours.

The idea of hydrological forecasting originated in the business sector. It was the companies who ope-
rate hydroelectric power stations, shipping companies using the Rhine and the countries through
which the Rhine flows which were and still are keen to receive forecasts for the Rhine. Hydrological
forecasting is therefore still an important element today in planning the harnessing of the discharge to
produce electricity, as well as in planning and organising the transport of basic commodities via the
river. For the countries downstream the forecasts produced by Switzerland are important elements in
their own forecast models.

Over the years the number of clients who use the Swiss forecasting system has grown. When water
levels are high in particular, the recipients of our hydrological forecasts include crisis teams set up by
regional authorities, private companies and the media. Thanks to the deregulation of the electricity
industry, there has been growing interest in our daily forecasts in this sector over the past few years,
with the result that brokers in the electricity market have recently joined our clientele. Today the
FOWG's public services on Internet include a range of up-to-date figures and hydrological forecasts.
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2.2 The statistical model

The SNHS’s first operational system produced hydrological forecasts from the Swiss Alpine peripheral
lakes downstream to the River Rhine in Rheinfelden (Lang et al., 1987). This area was divided into 11
sub-catchments. The system’s database, which was in operation from 1986 until 1999 consisted of three
elements: every 2 hours current water levels were transmitted from 18 SNHS measuring stations via the
public telephone network. The SNHS received, by telex, hourly data for total precipitation and air tem-
perature and, in winter, snow depth twice daily from around 70 stations within MeteoSwiss’s automatic
measuring network. In addition MeteoSwiss also sent, by telex, a precipitation and temperature forecast
once a day which was tailored to the special requirements of SNHS. From the meteorological data and
forecasts and the water level data converted into discharge values, the statistical model — a combination
of various regressions — produced a forecast for the River Rhine at Rheinfelden.

2.3 The conceptual model

While the operational system was running a new procedure was being developed at the ETHZ, which
replaced the old system at the end of 1999. The new system also produces forecasts for the area
downstream from the Alpine peripheral lakes. It is only in the River Aare catchment that the area is
extended to include the tributaries of Lake Biel, Lake Murten and Lake Neuchatel. A new feature of the
latest system is that the whole area is divided into around 50 sub-catchments. This division has been
adapted to the SNHS'’s automatic measuring network which was set up in the 1990s. The database is
made up of the mean hourly discharge measurements, the hourly temperature and precipitation mea-
surements provided by MeteoSwiss’s automatic measuring network and the hourly data for the fore-
cast period from the high-resolution numerical weather forecast model. For the first time an opera-
tional runoff forecast model has been linked up with a numerical weather forecast model. In many
ways the hydrological model involved, the HBV3-ETHZ, is based on the conceptual model HBV3
(Bergstrom, 1976). The adaptations concerned the interpolation of the meteorological data (see
Section 3.1), the snow-melt model (see Section 3.2) and the change from daily to hourly time step.
The same group at the ETHZ has taken care of the calibration of the 50 or so sub-catchments.

Soil moisture

IN = Infiltration of soil

EA = Actual evapotranspiration

FC = Maximum soil moisture content

LP = Limit of potential evapotranspiration
SM = Soil moisture

SF Snow routine:
SF = Snowfall
RF RF = Rainfall

Response function

UZ = Upper zone

SUZ = Storage in upper zone

LUZ = Limit of fast drainage of upper zone
LZ = Lower zone

SLZ = Storage in lower zone

PERC = Percolation

¥a, = K(5L2)

Kx = Recession coefficients
A'fransformation
function Linear transformation

Figure 2-1: HBV-ETHZ model, adapted from Lindstrém et al. (1997).

The HBV model was chosen because the simple structure (Figure 2-1) of this conceptual model
includes the most important elements of discharge formation. The model is based on homogenous
catchments which are divided according to altitude. Using the “optimum interpolation” method (see
Section 3.1), the system calculates precipitation for the area in question and temperatures for the
different altitudes from meteorological point measurements. With the snow routine, the combined
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energy balance and temperature index procedure (see Section 3.2), increase and decrease in snow
cover is calculated for each altitude zone. The soil moisture routine is used to calculate actual eva-
potranspiration as a function of soil moisture in the model and potential evapotranspiration. Finally, the
response function consists of a simple cascade system of two consecutive storage stages which
represent the rapid and slow drainage of an area. The amount of water which drains off is converted
into discharge using a filter. Finally, a statistically calculated linear transfer function produces the run-
off for the individual areas as far as Rheinfelden. In view of the small catchments and the short time
lag, no hydraulic method is needed for routing discharge within Swiss territory.

Data Collection

Data of Numerical Weather
Forecast Models
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Figure 2-2: Operational data processing.

Figure 2-2 shows the individual steps needed to produce a forecast, from entering the data to prepa-
ring the forecast bulletin. Since automatically measured basic data is transmitted to the model electro-
nically it is necessary to check the data for missing or inappropriate information. Furthermore, the data
fed in must lie within statistically determined limits which are either more or less stringent (less strin-
gent: highest and lowest value ever measured; more stringent: that +/- 20%). Dubious or missing
figures must be corrected or completed by the user.

The current model takes into account the control of water levels in lakes only on a rudimentary basis.
Such a method of regulation is only automatically incorporated for calculating discharge from Lake Biel.
Since the area covered by the forecasting system in the other regions starts below the lakes, the system
uses estimates of lake discharge rates, entered by hand, for the period covered by the forecast.

2.4 Development of the third generation forecasting system

Various floods which occurred in the 1990s along the whole length of the River Rhine showed that
there is room for improvement in international collaboration with regard to forecasting during flood
situations. The International Commission for Protection of the Rhine (ICPR-IKSR) drew up clear politi-
cal aims as part of its Action Plan of Flood Defence (IKSR, 1998). These include among other things
the improvement of forecast models, and urged that the periods covered by forecasts be extended. In
order to achieve this aim the relevant institutions in the Netherlands (Institute for Inland Water Mana-
gement and Waste Water Treatment, RIZA), Germany (German Federal Institute of Hydrology, BfG)
and Switzerland (FOWG) decided to carry out the necessary studies in collaboration and to work
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together to develop forecasting systems. Cooperation between these bodies has been facilitated by
the fact that they are all using the HBV hydrological model. Accordingly, international collaboration on
developing the flood early-warning system for the Rhine (FEWS-Rhine) was started in winter 1999,
involving the FOWG and the RIZA as mandators and Delft Hydraulics (WL) and the Swedish Meteoro-
logical and Hydrological Institute (SMHI) as mandatees. Under the terms of the mandate WL is devi-
sing the forecasting tool — the FEWS system — and the SMHI is adapting the HBV-96 system to the
current requirements of customers.

The new FEWS-Rhine Switzerland model has the following features. The area covered by the fore-
casting system includes the entire River Rhine catchment within Swiss territory, i.e. the present sys-
tem has been extended to include in the south the tributaries of the Alpine peripheral lakes, in the
north those from southern Germany, and the whole length of the Rhine as far as Basle. The entire
area has been divided as regularly as possible into 60 sub-catchments. The basis of the data cor-
responds to that of the present system: hourly discharge data supplied by around 60 SNHS measuring
stations and hourly water level data from some 10 lakes are fed into the model. In addition, Meteo-
Swiss provides measurements of wind-speed and, for calculating water vapour pressure, dew-point
temperatures, apart from hourly figures for precipitation and temperature. For the forecast period,
which is still until midnight on the next day but one, the above mentioned hourly parameters are also
fed in from MeteoSwiss’s high-resolution weather forecast model (local model) and the German
Meteorological Office’'s global model. The new system is designed in such a way that in future new
data formats such as data obtained from radar precipitation measurements can be easily incorporated.

DELFT-FEWS
modular system FEWS darsbase
database
modul
EXternal databas® X o
import validation interpol. model graphic report
module module module wrapper module module

e s——a e B e R i e = —

user interface

Y R W T R e T IR ™ T S | Y AR MNP T £ RS S T T I T L T T T

Figure 2-3: Modular structure of the FEWS system.

The many different types of data (both fed in and produced by the model) and the large volume of data
demand a flexible, open and well structured data management system (WL | Delft Hydraulics, 2001). -
Therefore, the FEWS database and the data management system are divided into individual modules
(Figure 2-3) and are accessed via a deliberately simple interface which is invisible to the user. Further-
more, the user is guided through the process of drawing up a forecast by means of clearly defined
steps and, in addition, at every stage of the process it is possible to obtain a graphic or tabular over-
view of the data, through an interactive map, or a list of stations or parameters (Figure 2-4).

Checking the data is also important in the FEWS system. It therefore includes a powerful editing tool for
visualising the data, for automatic linear or spatial interpolation of missing measurements, for manual
input or medifications and for checking extreme or unlikely figures. The interpolation method is adopted
from the current system. The hydrological model is based on the HBV-96 (Holst et al., 1996). Wherein
the data interval is modified (daily fo hourly time step) as well as the snow routine (using the Anderson-
Braun method, see Section 3.2). An ingenious updating procedure (see Section 3.5) guarantees that the
forecast values obtained follow on from the last measurements with no gaps or jumps.

Thanks to the extension of the area covered by the forecasts to encompass drainage systems above the
Alpine peripheral lakes, Alpine areas that are strongly influenced by human factors are included in the
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model. The future model will focus mean daily runoff from these areas into the Alpine peripheral lakes,
changes in their water level and runoff from these lakes. Most of them have controlled discharge.

The hydrological model will be calibrated with data for the period 1989-1999. The FEWS-Rhine
Switzerland system will go into the testing stage during 2002.
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Figure 2-4: FEWS user interface.

Thanks to the development of this system, the entire extent and complexity of the catchment of the
River Rhine within Swiss territory will be taken into account. Its natural Alpine aspect and its man-
made characteristics are thus brought together in one system. If satisfactory results are obtained a
hydrological model and a comprehensive forecasting tool will be available in the future which can be
adapted for application to other Swiss Alpine river systems with relatively little effort.

3 SPECIAL FEATURES OF THE FEWS-RHINE SWITZERLAND HYDROLOGICAL RUNOFF
PREDICTION MODEL

3.1 Interpolation of meteorological data and numerical weather forecasting

A rainfall runoff model is based on catchments and therefore on the computation of regional data. This
means that meteorological data, normally point measurements, and data obtained using the numerical
weather forecast model must be interpolated to obtain regional values according to the way the area is
divided up. For this purpose the SNHS uses the "optimum interpolation" or Kriging method (Jensen,
1989). Assuming that precipitation varies only in the horizontal and not the vertical plane, precipitation
figures are interpolated for the catchments according to the distance between the stations (mea-
surements) and the points (weather forecasting model) in a 2-dimensional plane. It remains to be seen
whether this approach can provide sufficiently accurate results for Alpine areas too, since it is difficult
to differentiate with regard to rainfall distribution because of the unequal distribution of rainfall mea-
surement stations. Therefore interpolation of measured rainfall will include an error which will be cor-
rected in an appropriate way in the model.

As far as temperature is concerned, the usual approach of assuming a linear decrease in temperature
of 0.6°C per 100 m increase in altitude will not be applied. Instead a 3-dimensional interpolation
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method will be used, whereby the temperature at each altitude is interpolated taking into account the
weighted distance between the stations. With this interpolation method temperature inversion, which
often occurs in Switzerland in winter owing to persistent low cloud, can also be reproduced.

The same method is also used for interpolating water vapour pressure.

Two different approaches are used with regard to wind-speed. Below 2000 m it is assumed that the local
geographical and topographical conditions have a strong influence on wind-speed. For this reason, up to
2000 m wind-speeds are interpolated only on a 2-dimensional basis. Above 2000 m large-scale wind
systems are predominant and interpolation is therefore done on a 3-dimensional basis.

3.2 The snow-melt model

It has been seen (Braun, 1985) that the frequently used degree-day method is not sufficient for com-
puting the rapid and complete melting of the snow cover, caused by weather conditions, in the Central
Lowlands. Such melting occurs under the influence of a warm front, combined with widespread rainfall
and strong winds. The turbulent energy exchange created by the wind is, however, not taken into ac-
count in the degree-day method. In order to include it the SNHS uses the Anderson-Braun method
which combines an energy balance index and a temperature index method (Braun, 1985). When the
weather is fine and dry the degree-day method is applied and when it is wet the energy-balance meth-
od is preferred. In the latter snow-melt is made up of the sum of radiant heat, sensible heat, latent heat
and the warmth of the rain. Wind plays a decisive role in calculating both sensible and latent heat.

3.3 The influence of hydroelectric power stations

The natural discharge pattern has been disrupted in many Alpine river valleys through the construction
of reservoirs, pumped storage stations and water diversion installations out of and into neighbouring
river systems, as well as the associated harnessing of water to produce electricity. Instead of a clear
difference between low discharge in winter and high discharge in summer, today the regime is more or
less balanced all year round. This is aggravated on a daily basis by extreme short-term differences in
discharge which result from the normal operation of reservoir installations. Since the daily running of
these hydroelectric power stations is subject to the dictates of supply and demand of electricity, a
considerably amount of effort is needed to take such a phenomenon into account in a hydrological
forecasting system, and even then it cannot be done adequately. It is therefore not a priority aim of the
FEWS-Rhine system to produce runoff forecasts on an hourly time step for the tributaries to the Alpine
peripheral lakes. It is far more important to focus on the mean daily volume of water flowing into the
lakes in order to obtain an adequate forecast of water levels and discharge from lakes.

3.4 Regulating discharge from lakes

Apart from Lake Constance and the Walensee, where no weirs have been installed, precisely defined
regulatory schemes govern water levels in Swiss lakes. According to these regulatory schemes the
accepted or required discharge at any time, depending on the season and the actual water level, is
clearly defined. These schemes are in fact a political compromise between the interests of the various
bodies representing flood protection, environmental protection, the hydroelecttic power industry and
shipping. Corresponding regulations pertaining to all the major, regulated Alpine peripheral lakes are
taken into account in the FEWS-Rhine Switzerland system. While changes in the water level of
individual lakes are computed on the basis of inflow, the model is capable, thanks to the implemen-
tation of the regulatory schemes, of calculating the acceptable discharge for each lake. In the case of
important and extreme pan-regional flood levels the authorities can allow temporary breaches of these
regulations. The forecasting system is so flexible that the user can interactively enter temporary, extra-
ordinary regulations which the model will apply over a certain period of time.

3.5 Updating
Since a model cannot reflect the total complexity of the real situation it is not possible to calculate time

series using the model which are congruent to the measurement series. It is important in an operational
forecasting model, however, that the time series of calculated forecast values fit in perfectly with the
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measurement series. In the FEWS-Rhine system this reconciliation of model data and measured data is
achieved by adapting the initial values and using an autoregressive procedure. If the values obtained
using the model diverge too strongly from the real measured values the first step is to vary the initial
figures for precipitation and temperature according to strict rules. The remaining difference between the
model and the real situation is then eliminated step-by-step using the autoregressive process.

4 CONCLUSION

The experience of the Swiss forecasting service since the 1980s shows that accurate hydrological
forecasting is very much dependent on meteorological precipitation predictions. Owing to the small scale of
the catchments, their topography and the rapid reaction time of rivers and lakes it is essential that precipi-
tation can be forecasted as accurately as possible from a geographical and temporal point of view as well
as in its intensity. Thanks to close cooperation between the SNHS and MeteoSwiss the hydrological mo-
dels are regularly adapted to the latest developments in numerical weather forecast models.

The important local differences in precipitation in the Alpine regions are difficult to take account of. In par-
ticular, rain gauges which are distributed very irregularly provide an inadequate picture of regional preci-
pitation. The SNHS is therefore placing great hopes in research into precipitation measurement by radar.
If this method proves satisfactory in the Alpine regions it will be possible in the future to feed figures for
high-resolution measured local precipitation into the models, as well as the high-resolution numerical
forecast data for the period covered by the forecast. Joint projects on this approach involving hydrology
and meteorology have already started (COST 717). This would open the way to integrating radar now-
casting into the models. These short-term rainfall predictions are based on radar measurements made
over the previous few hours and are a temporal extrapolation of the rainfall belts identified and their
direction of movement. The coupling of hydrological models with radar nowcasting would have the
advantage of making it possible to integrate the intensity and direction of movement of rapidly changing
or newly forming rainfall belts into hydrological forecasts immediately. This would provide a means of im-
proving hydrological forecasts, especially in small catchments within the Alpine area.

Over the past few years, awareness of the existence of hydrological forecasting has increased
considerably among the general population and the authorities. At the same time the need for accurate
hydrological forecasts for the Alpine regions has grown, owing to recent flood disasters. It must therefore
be expected that the demand for forecast systems for the two main catchments in southern Switzerland
will grow. For this reason it is all the more important to develop today a comprehensive and flexible
hydrological forecasting system with a modular structure which can later be easily adapted to other
geographical areas. This is the SNHS’s aim in developing the FEWS-Rhine system. On the one hand it
should be user-friendly and meet the demands of operational use, and on the other it should reflect the
most important hydrological elements of the Alpine region. Other aspects are the extension of the area
covered by the forecast to include the entire Rhine catchment in Swiss territory, calculating local
precipitation using the optimum interpolation method, calculating increase and decrease in snow cover
using the Anderson-Braun method, and taking into account the regulations concerning water levels in the
Alpine peripheral lakes plus the management of reservoirs in Alpine valleys.

5 REFERENCES

Bergstrém, S. (1976): Development and Application of a Conceptual Runoff Model for Scandinavian
Catchments. Deptartment of Water Resources Engineering, Lund Institute of Technology, University of
Lund, Bulletin Series A No.52, 134 p.

Braun, L. (1985): Simulation of snowmelt-runoff in lowland and lower Alpine regions of Switzerland.
Zircher Geographische Schriften no. 21, Zurich.

COST - European Cooperation in the field of Scientific and Technical Research: Use of radar observa-
tion in hydrological and NWP models. Action No. 717.

IKSR (1998): Aktionsplan Hochwasser. Internationale Kommission zum Schutze des Rheins, Koblenz.

Jensen, H. (1989): Raumliche Interpolation der Stundenwerte von Niederschlag, Temperatur und
Schneehdhe. Zurcher Geographische Schriften no. 35, Zurich.

405



International Conference on Flood Estimation
March 6-8, 2002 / Berne, Switzerland

Holst, B. and Lindstrom, G. (1996): Development and verification of the distributed HBV-96 inflow
forecasting model. Published at the Modelling, Testing & Monitoring for Hydro Powerplants
Conference, July 1996, Lausanne, Switzerland.

Lang, H. et al. (1987): Short-range runoff forecasting for the River Rhine at Rheinfelden: experiences
and present problems. Hydrological Sciences Journal 32, 3, 9.

Lindstrom, G. et al. (1997): Development and test of the distributed HBV-96 hydrological model. In:
Journal of Hydrology 201, p 272-288, Elsevier.

Schédler, B. (1993): Operationelle Abflussvorhersage fur Rhein-Rheinfelden - Grenzen und Mbglich-
keiten. In: D. Grebner (ed): Aktuelle Aspekte in der Hydrologie, Zircher Geographische Schriften, Heft
53, pp. 213-222. Geographisches Institut ETH Zirich.

WL | Delft Hydraulics, (2001): Delft FEWS: Flood Early Warning System. Brochure, MH Delft.

406



Topic 4
Modelling and Regionalisation of Floods

PARSIMONIOUS AND SPATIALLY DISTRIBUTED MODELLING OF RUNOFF GENERA-
TION IN MESOSCALE PREALPINE AND ALPINE CATCHMENTS
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SUMMARY

Flood hydrology is still largely based on the use of empirical formulas and simple lumped models. As
the accuracy of these methods has been often shown to be limited, the need for better performing
modelling techniques arises. Process-oriented spatially distributed rainfall-runoff (R-R) models have
recently become popular to overcome such limitations. However the structure and operation of these
models is often affected by data availability and large computational requirements. Distributed concep-
tual models of flood runoff generation represent thus a good alternative, as they can rely on thematic
maps, which are increasingly available. In this light, the present contribution analyses a world-wide dif-
fused conceptual runoff generation approach, the Soil Conservation Service - Curve Number (SCS-
CN) method, evaluating its suitability in relation to the prealpine and alpine geographical environ-
ments. Some results of an on-going research work to achieve a modified version of the method are
accordingly illustrated. Modifications are discussed and introduced on the basis of a qualitative and
trial and error approach, which focuses at this stage on the CN assignment tables. A few validation
tests carried out for a small mesoscale catchment by means of a distributed event-based model provi-
ded a preliminary feedback to assess the need for further refinements or additional and more substan-
tial modifications.

Keywords: flood runoff, SCS-CN, distributed modelling, flood simulation

1 INTRODUCTION

The prediction of and prevention from flood hazard has been for long time a major task in both
physical and engineering sciences. The demand for modelling techniques that are able to provide reli-
able predictions is still increasing because of the large social and economic impacts produced by flood
events. Because of the erratic behavoiur of flash flood processes and of the lack of extended data with
fine resolution in space and time, flashy streams in small and mesoscale basins are highly sensitive to
the present methodological limitations and uncertainties in risk assessment. In the alpine regions of
Europe flash-flood prone areas have experienced in the last decade more severe floods than those
predicted on the basis of historical information, even based on long-term data series. Similarly, it
happened that floods that were estimated as centennial occurred more frequently than expected.
Although there is an increased feeling that this may be due to man-induced climate changes, good
arguments suggest as possible reason the large uncertainties, which characterise the methodologies
used in practice to estimate peak flows for given return periods. On the one hand it is necessary to
cope with the high complexity of processes, on the other hand sophisticated methodologies that
account for such complexity often result into computationally heavy model applications, which fre-
quently do not meet the need of operational hydrology. For this reason quick and straight procedures
are generally preferred by practitionners. A considerable number of empirical formulas, dating back to
the beginning of last century are still in use despite they have been worked out on the basis of limited
data and knowledge. The traditional alternative to such formulas is represented by direct statistical
estimates and statistical regionalisation. These techniques provide estimates characterised by a fre-
quency information, but can account for process description only to a very limited extent. Methods ba-
sed on rainfall-runoff (R-R) models are conversely the most appropriate technique to obtain realistic
flood estimates, as they can account explicitely for climatic variability, catchment characteristics and
process dynamics, both in the case of physically based approaches and in that of conceptual models.
Thus, simulation techniques making use of R-R models are recognised to be the inevitable solution to
accurate flood estimates (e.g. Burlando et al., 2001). A number of questions, however, remain open in
this respect, thus suggesting that specific studies should address both the improvement of knowledge
of the river basin system, and the search for rainfall-runoff modelling approaches that compromise bet-
ween process representation and workable modelling applications.
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Several methodological progresses have characterised the recent years (e.g., Rosso, 2001), but
resistance to their introduction in operational hydrology is often encountered. A major obstacle is fre-
guently represented by the limited resources allocated to operational hydrological studies as compa-
red with the requirements imposed by advanced methods. The structure and operation of process-
oriented spatially distributed rainfall-runoff models is indeed characterised by large data and compu-
tational requirements. Conceptually based rainfall-runoff models of flood runoff generation represent
thus a workable alternative, as they are generally less data demanding or can rely on data available,
e.g., from digital thematic maps, which are increasingly available. In addition their formulation repre-
sents a good compromise between process representativeness and operational requirements.

When modelling the rainfall-runoff transformation with the aim of flood estimation two questions are
recognised to be key issues. These are respectively the space-time monitoring and modelling of storm
rainfall and the correct representation of runoff generating mechanisms. With regard to the second
aspect it can be recognised that several methods and models have been proposed throughout years
of research to describe the infiltration process and to estimate the surface runoff. Nevertheless, no
common agreement has been so far reached, about the selection of suitable models for different
specific conditions. On the one hand many studies produced by the scientific community contributed to
keep alive the debate, without being able to produce a consensus around a specific methodology. On
the other hand, investigations at the elementary scale, looking for key factors that dominate the
process of runoff generation (e.g. Markart, Kohl, 1995; Scherrer, 1997; Weiler, 2001), provided along
the years a considerable amount of valuable knowledge, but did not offer a decisive argument in
favour of a class of modelling approaches, and an operational approach worked out from such expe-
riments is still lacking. It is therefore difficult to discriminate among flood runoff generation models, ba-
sed on degree of resemblance of the physical processes as compared to their ability to reproduce the
observed pattern of flood runoff generation.

An alternative route has been, and still is, the use of conceptual models, which can provide a good
compromise between complexity of the representation and flexibility of use, by introducing a concep-
tualised representation of natural processes. In this respect the Soil Conservation Service - Curve
Number (SCS-CN) method proposed by the United States Department of Agriculture in the 70s (SCS-
CN, 1972) has gained a world-wide diffusion due its engineering oriented formulation and easy para-
meterisation. As the method was developed with reference to North America agricultural catchments,
a transfer to areas characterised by other climatic and geographic conditions must be carefully hand-
led. Also, the parameterisation scheme is somewhat weak for natural basins. Accordingly, a straight-
forward application to catchments of any nature and climate requires further investigation. This is
especially true for alpine and prealpine basins of the European Alps. Because of the suitability of the
SCS-CN for distributed modelling and its capability to account for land use changes, the present con-
tribution intends to report about an on-going research, which aims at improving the capability of the
method to perform adequately in mountainous and perimountainous regions to model correctly flood
runoff generation.

In the following a preliminary investigation to modify the SCS-CN method is introduced by means of a
methodological framework that combines results from plot scale experiments available in the literature
with upscaled applications at the scale of raster-based distributed rainfall-runoff models. An extensive
digital database, covering most of the required information for parameterisation, has been used for the
purpose. Some validation tests have been finally carried out for a few meso-scale catchments and
subcatchments. The analysis of fload events at different scales has provided a preliminary feedback to
assess the need for further refinements or additional and more substantial modifications.

2 MODELS OF RUNOFF GENERATION

Flood estimation by means of Rainfall-Runoff models requires to assemble a mathematical model that
reproduce the response of the basin to rainfall (the input) by modelling the transformation of the input
into runoff (the output) as function of the processes that take place within the basin. These are es-
sentially the interception, the evaporation and evapotranspiration, the runoff generation (often denoted
as infiltration) and its propagation over the hillslopes and throughout the river network. It is frequently
assumed for mesoscale basins that interception and evaporation/evapotranspiration play a minor role
during the evolution of the event, due the limited effectiveness of intercepted rainfall as compared to
storm rainfall volumes, and to longer characteristic time scales of evapotranspiration processes. A key
role with respect to the generation of flood runoff is therefore played by the infiltration module, which
must be able to discriminate between generation of overland flow and infiltrating volumes, also repro-
ducing the correct time evolution of the process.
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For this reason, the scientific community developped along many years a large number of models, the
suitability of which is often controversial. This stems mainly from the fact that overland flow can occur
essentially as generated by two distinct mechanisms. The first, also known as hortonian (Horton, 1933),
is observed when precipitation intensity exceeds the infiltration capacity of the soil (infiltration excess or
saturated overland flow); the second, also denoted as dunnian (Dunne, 1978), is observed when the first
soil layers are saturated due to the rising of the water table. Soil infiltration capacity can be limited by its
texture, moisture content and structure, or by the fact that the soil is already saturated. Other mecha-
nisms can be also observed due to some special conditions, such as in the case of return flows, which
are generated Dy infiltrated water that returns to the soil surface when hillslopes are characterised by a
close to the surface impermeable layer inhibiting the percolation (e.g., Faeh, 1 997).

Recent investigations carried out by means of field experiments at small scales (Scherrer, 1997) tried
to focus of exchange mechanisms between different soil structures, e.g. between the soil matrix and
the macropores, highlighting how in some cases these can be the key for a correct modelling (Faeh,
1997). Along this line other contributions can be found in the literature (see, e.q., Beven, Clarke, 1985;
Germann, 1990; Bruggeman, Mostaghimi, 1991; Zuidema, 1995). Major problems with these model-
ling approaches are yet the small scale of the analysis, the detailed survey of soil properties and the
computational effort, which confine their use mainly to research purposes.

The formulation of a methodology, which complies with both the experimental evidence at the plot
scale and the need for operational models for flood estimation at the basin scale, requires, however,
the formulation of compromise solutions. These are offered by the many models that have been pro-
posed in the literature, and that allow to estimate surface runoff at bigger scales which are compatible
with traditional hydrologic analysis. A full set of models are in this respect available, ranging from the
sophisticated and physically based Richards’ equation (Richards, 1931), to its solution under simplified
hypotheses (Philip, 1957); from the Horton equation (Horton, 1933), to other conceptual models,
thereby including the Soil Conservation Service — Curve Number method (SCS, 1972). The use of
these methods is nevertheless not always straightforward. For instance, conceptual models are often
preferred to physically oriented models because of the high requirements of the latter in terms of
parameterisation. On the other hand, conceptual models suffer of bad reputation due to their limited
capability to describe thoroughly the complex dynamic of infiltration processes.

An efficient engineering oriented flood runoff generation scheme should obey a few requisites that are
of importance in operational hydrological modelling. These are essentially the robustness and accur-
acy in reproducing the observed runoff generation pattern, the suitability for use in distributed models,
an parameterisation scheme that can make use of catchment characteristics that are easily available,
such as digital thematic maps, and last but not least an explicit land-use parameterisation, thus allow-
ing its use in studies related to the effects of land-use changes on river flood regimes

The SCS-CN method looks interesting with respect to the objective of the present study, especially
because of the large number of applications that are documented in the scientific and technical litera-
ture, and because of its parameterisation scheme, which can rely on data normally available. Many
uncertainties arise indeed when the model must be parametrised for alpine and prealpine catchments,
due to some peculiarities of the runoff generating mechanisms and to the poor literature relevant to
parametrisation of these models for such type of basins. The present study investigates therefore the
possibility to fill this gap, searching for a modified version of the SCS-CN method, which is suitable for
the (swiss) alpine and prealpine environment, thus providing a runoff generation model component
suitable for use with flood estimation R-R techniques used for design purposes in the hydrologic
engineering practice.

2.1 The SCS-CN Method

In the present section a brief survey of the basic concept of the SCS-CN method, referring however
the reader to specialised literature for a more comprehensive description (SCS, 1972; 1986).

The SCS-CN infiltration model was developed on the basis of a number of experiments carried out
mainly on soils of North America. Its use has become nevertheless very popular worldwide, because
of its straightforward and efficient application, mainly due to its monoparametric formulation and to the
parametrisation based on a two-entry table that describes the Hydrologic Soil Type (henceforth refer-
red to as HST, see Table 2-1) and the land use, as hereafetr briefly recalled.
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The method is based on the assumption that the relation of effective soil retention, £, to the maximum
soil potential retention, S, equals the relation of the actual accumulated surface runoff, Q, to the actual
accumulated rainfall, P, subtracted of the initial losses due to interception and surface detention (initial
abstraction), /.. The method finally yields

_ 2

Q:M for P>,
(1) (P—1,+8) ,

Q=0 for P<l,
where

100 L R ;

(2) S=5, (a —1], Sy = 254, if Sis expressed in mm.
and
(3) l,=c-8 ,

being ¢ a coefficient that ranges between 0 and 1 (generally ¢=0.2), depending on the amount of sto-
rage, which can be characterised as initial abstraction. The two unknowns of (1) are estimated by
parametrising S by means of Curve Numbers (CN) ranging from 0 to 100, meaning O a theoretically
unlimited storage capacity (S = =, in (2) for CN=0), and 100 a fully impermeable or totally saturated soil
(S=0, in (2) for CN = 100). The CN parameter is estimated from a two-entry table (see, for further
details, SCS, 1972; 1986; Maidment, 1992) which provides the CN value on the basis of the geolo-
gical/pedological features of the soil, which define the HST, and on the basis of the land cover and use.
The value of CN depends additionally on the initial state of the system, i.e. the degree of saturation of the
soil, expressed by the Antecedent Moisture Condition (henceforth AMC) index. This allows to convert the
CN value corresponding to standard conditions (i.e. CNy, corresponding to AMC class 1), into higher
values (CNy), when the soil moisture content at the beginning of the storm event is estimated high from
the index, and into smaller values (CNj), when the soil moisture content is estimated low. The rela-
tionships which link the value of standard curve numbers, CNy, to CNs corresponding to other AMC
classes have been also derived from SCS experiment sets and are written as

CN,

4 CN=— ¥ ..
) ' 2.3-0.013CN,

, if Psas<12.7 mm or Ps gs<35.6 mm

CN,

5 CN,, =
®) " 0.43+0.0057CN,

i Psas=27.9 mm or Ps 253.3 mm

being Psgs and Psgs respectively the cumulative rainfall in the 5 days preceding the event in the dor-
mant season and in the growing season.

Table 2-1:  Hydrologic Soil Types according to the SCS method (shortened from SCS, 1986).

HyDROLOGIC SoIL TYPE DESCRIPTION

These soils have low runcff potential and high infiltration rates even when
A thoroughly wetted (transmission rate greater than 0.76 cm/h).

These soils have moderate infiltration rates (silt loam and loam, transmission rate
B between 0.38 and 0.76 cm/h).

These soils have low infiltration rates (sandy clay loam, transmission rate between
C 0.13 and 0.38 cm/h).

These soils have high runoff potential. (clay loam, silty clay loam, sandy clay, silty
D clay, and clay, transmission rate between 0.0 and 0.13 cm/h).
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3 METHODOLOGICAL FRAMEWORK

The methodology proposed in this study to assess the suitability of the SCS-CN method for alpine and

prealpine regions aims at understanding three different aspects, which are mainly related to the effects

of the considerable heterogeneities that are present in such regions and that may depend on the scale
of observation and model application. Accordingly, three different steps (summarised in the flowchart
reported in Figure 3-1), are proposed. These are:

= the comparison of the SCS-CN method data requirements with data available nationwide for Swiss
alpine and prealpine environment, and parameterisation of its standard formulation (SCS, 1972:
1986) based on geological, pedological and land use characteristics of Swiss regions, especially
alpine and prealpine;

e testing of the SCS-CN method with respect to literature data of plot scale experiments carried out in
alpine and prealpine regions, with the purpose of validating the standard formulation of the method
at the “elementary” scale, thus highlighting major limitations that must be accounted for to produce a
revised and improved formulation;

» development of a revised formulation of the SCS-CN method, which is able to match runoff genera-
tion mechanisms across a number of scales, ranging from the plot to the small and meso- catchment
scale.

The latter point should offer an evaluation of how scaling up the model by aggregation from the plot
scale to larger scales influences the capability of the method to capture observed flood runoffs, even-
tually providing the necessary feedback to iterativelly improve the modified formulation. This step of
the analysis requires of course the use of a specific R-R modelling scheme that is able to describe the
behaviour across a number of scales, and that is therefore, by necessity, distributed in space. A dis-
tributed R-R model based on the digital database of Switzerland for topographic and thematic maps is
thus used to explore comprehensively the ability of the model to capture all of the identified SCS-CN
soil categories. On this basis a preliminary evaluation of the suitability of the SCS-CN method for use
in standard flood estimation methods is then formulated.

SCS-CN tables
Field Data

SCS-CN tables j SCS-CN tables SCS-CN tables |
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{
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Figure 3-1: Summary outline of the review process for the SCS-CN methodology in alpine and pre-
alpine regions .

3.1 SCS-CN Model Parametrisation Data Requirements

The first effort that must be therefore undertaken is concerned with the analysis of how the charac-
teristics described in the database of Swiss soil properties and land use match with the two-entry table
which defines the CN number for a given land use and a given soil hydrologic type. Keeping in mind
the purpose of the overall project, that is the evaluation of nationwide suitability of flood estimation
techniques, the digital database “GEOSTAT” is taken as a reference categorisation of Swiss soils and
land uses. This is a geographical database operated by the Federal Office of Statistics (GEOSTAT,
1997), covering the whole area of Switzerland and containing — all in digital form, mainly raster
based — data about land use and soil type in the form of
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e land use raster maps with a grid size of 100x100 m, derived on the principle of “prevailing use” in the
element (Arealstatistik 72, henceforth referred to as AK72), which includes 12 landuse categories
derived from topographic maps;

e soil characteristics raster maps (Bodeneignungskarte, henceforth referred to as BEK, based on the
1:200.000 soil map of Switzerland), also characterised by a grid size of 100x100 m, containing 144
soil classification units, derived from the combination of typical landscape units and soil properties;

» a simplified geotechnical raster map (Vereinfachte Geotechnische Karte, henceforth referred to as
VGK), which is based on the 1:200'000 simplified geotechnical map of Switzerland and contains 30
classes characterising the first geological layer under the soil.

Matching the SCS soil classification with the one provided by the GEOSTAT database requires some
adjustments as detailed in the following sections. Essentially the four classes of hydrologic soil types
defined by SCS (SCS, 1972; 1986) are preliminary extended by explicitely accounting for in between
classes — as already foreseen by the original version of the CN method — in order to better compare
the CN method with the more extended information available from GEOSTAT. A number of additional
information included in GEOSTAT also provide the basis for a better description that could lead to a
refined parametrisation for soil classes typical of the alpine and prealpine environment. In this light the
soil layer thickness and the permeahility offer a way to described in the soil type maps of GEOSTAT
will be tentatively to build an enlarged classification of HSTs. The influence of slope angle and the
saturated hydraulic conductivity reported in the BEK can be use in a similar way. The geotechnical
map (VGK) is of help in properly identifying and classifying shallow soils, which are strongly influenced
by the first underlying geologic layer.

3.2 Test of the CN Model at the Plot Scale

An extensive field campaign recently carried out at the Laboratory of Hydraulics, Hydrology and
Glaciology of ETH Zurich investigated the runoff generating mechanisms over homogeneous experi-
mental plots by means of a number of storm rainfall sprinkler experiments carried out throughout diffe-
rent soil and land use conditions in Switzerland (Scherrer, 1997). Similar experiments were carried out
also in Austria (Markart and Kohl, 1995; Markart et al., 1996). Such investigations provide a valuable
basis for testing infiltration models under specific experiment conditions. Data from the Swiss experi-
ments published in the literature — and made available by courtesy of the Author (Scherrer, 1997) —
have been the basis for a preliminary evaluation of the suitability of the CN method to reproduce
alpine and prealpine runoff response characteristics. After proving that the information about the expe-
rimental site matches with the corresponding information reported in the GEOSTAT database, the
computed cumulative rainfall excess is compared with the cumulative excess runoff observed at each
considered plot, based on the original SCS classification (SCS, 1986). A visual interpretation is first
carried out to identify cases that are correctly reproduced by the unmodified CN parameterisation,
from cases that require a modified parameterisation to match the observed pattern. Cases are also
observed, which are not captured at all by original method setup. Table 3-1 summarises qualitatively
the overall performance, whereas Figure 3-2 illustrates three exemplary cases.

The cases that showed poor performances have not been addressed in this preliminary study by dis-
cussing theoretical limitations of the CN method, but they were rather investigated aiming at a further
calibration. In this respect, a new parameterisation or a new land use and hydrologic soil type charac-
terisation have been searched, as a first step, on the basis of the digital thematic maps available on a
naticnwide scale. Whenever the original parametrisation failed to capture the observed patterns of the
surface runoff, a tuning of the CN value and of the ; coefficient has been carried out, and the new
value of CN has been used as initial value to correct the standard SCS classification for the corre-
sponding LU and HST category or to define the parameterisation of the new land use categorisation.

3.3 Modification of the SCS-CN Assignment Table

In order to achieve a modified CN parameter table that can be used for testing at basin scale, the
initial modifications stemming from calibration are complemented by additional physically oriented
considerations based on soil properties and geotechnical and geological information, which are
retrieved, in the specific case of Switzerland, respectively by the above mentioned BEK and VGK
maps. Although they were not conceived for hydrologic purposes, these maps include information on
soil characteristics and geological patterns that can be helpful in identifying the expected dominating
runoff generation processes. In this respect soil depth and soil permeability are especially used in a
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qualitative way to corroborate the modified CN parameterisation table, thus aiming at discriminating
between soil covers that look similar but behave considerably different due to different soil properties.
Accordingly, soils with high permeability and extreme thickness are considered to exihibit a high infil-
tration capacity and therefore fulfill the criteria of SCS hydrologic soil group A, whereas shallow soils
with an extremely low permeability fulfill the criteria of hydrologic soil group D, thus having a low infil-
tration capacity. The other combinations of permeability and soil thickness are distributed in between
those two extremes, as reported Table 3-2. If the scil is very shallow (i.e., all depth categories from <
10 cm to 30-60 cm), information on the first geological layer below the soil is primarily considered to
assign the proper hydrologic soil group, and information on permeability of the shallow soil is used to
refine this result and to achieve the final assignment of the hydrologic soil group. Table 3-3 shows the
resulting values. This preliminary approach to categorisation as function of the geological structure
should be improved, due to the high uncertainty that characterises some specific geologic structure,
like, for instance, calcareous areas, which can be in turn highly permeable or nearly impermeable.

Table 3-1:  Summary of SCS-CN model performance for controlled experimentscarried out by Scher-
rer (1997), based on the standard SCS-CN parameterisation. A light grey cell indicates a
good performance ( 25.58%), a medium grey cell indicates a good performance after
tuning (M37.21%) a black square cell indicates no fitting (B37.21%). Letters in the cells
indicate the dominant runoff generation mechanism, namely: AH=absolute hortonian
overland flow, DH= delayed hortonian o. f., TH= temporary hortonian o.f., SOF=saturation
o.f., SSF=subsurface flow, DP=deep percolation.

SITE | EXPERIMENT SITE CHARACTERISATION
3 4 5 6
Podsol-Regosol / pasture / hydro-phobic
Gotthardpass vegetation dominates runoff
i Cambisol with high loam content / pasture /
Sonvilier surface sealing
Willerzell Mulde Gleysol / pasture / located in a sink
) Cambisol / pasture / preferential flow path
St. Imier dominate runoff
Schnebelhorn DH E;n;fl;)lsol / pasture / wormholes dominate
Cambisol / pasture / wormholes dominate
Bauma runoff
Podsol-Cambisol / pasture / hydro-phobic
Alpe San Gottardo AH vegetation dominates runoff
Bilten | AH Gleysol / forest / mouseholes
. Cambisol gleyic / forest / hindered
Bilten Il infiltration
Ranker-Cambisol / pasture / high
Ebersol DP DP permeability
) Cambisol with high loam content / pasture /
Heitersberg AH  AH hindered infiltration
) Cambisol with high sand content / pasture /
Willerzell Hang SSF SSF  SSF  SSF SR high permeability
Cambisol with high sand content / pasture /
Hospental DH DH DH DH iz DH high permeability
— ISI; Rendzina / pasture / high permeability
) Regosol-Cambisol with high sand content /
Hittnau DH pasture /high permeability
) Cambisol / pasture / macropores and
Nenzlingen fissures dominate runoff
isol | il
Sorefteribach Cambisol / forest / permeable soi
Therwil Camibsol with high sand content / pasture /
el macropores
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Figure 3-2: Example of SCS-CN model performance for three different experiments (data provided by
courtesy of S. Scherrer, 1997).
Table 3-2:  Equivalence criteria between SCS hydrologic soil groups and permeability and depth cha-
racteristics of the soil as observed from the GEOSTAT database.
PERMEABILITY, K[cm/s]
DEPTH[em] | K<10° | 10%<K<10® | 10°<K<10" | 10*<K<10° | 10°<K<10? | 10%<K<10" | K210
>150 D C-D C B-C B A A
120-150 D C-D C C B-C A-B A
90-120 D C-D C C B-C B A-B
60 — 90 D C-D C-D C-D C B-C B
30-60 D D C-D C-D C C B-C
10-30 D D D D C-D C-D C
<10 D D D D D D C-D
Table 3-3: Hydrologic soil type for shallow soils (depth <60 cm) resulting from combined accounting
of the VGK map and the influence of permeability.
PERMEABILITY, K [cm/s] HYDROLOGIC SOIL GROUPS ASSIGNED FROM VGK
unmodified hydrologic soil group A AB B BC C cD D
K>10" A A AB B BC G CD
102 < K<10" A A AB B BC C CD
10°<K<10? B B B BC 6 C CD
10*<K<10° BC | BC | BC | BC ¢ C CD
10°< K< 10" & 5 C & & CD D
10°<K<10° ch | b D D D D D
K< 10-6 D D D D D D D
no soil A AB B BC C CD D

In addition to refining the hydrologic soil type scheme, new land-use categories and the merge of
others existing land-use groups have been considered, in order to account for some missing land-use
groups in the original assignment table and to discriminate better among different hydrologic beha-
viours in the alpine and prealpine environments. The basis for introducing these new categories
(shown in italic character in Table 3-4) is the information retrieved from thematic maps of GEOSTAT.

The result of the above illustrated changes is finally reported in Table 3-4, where preliminary estimates
of CN values are indicated for the adjusted classification scheme, accounting for qualitative conside-
rations related to process dynamics and soil characteristics, thus reflecting the preliminary tuning to

match the plot scale data.
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Table 3-4: CN values for modified land use and hydrologic soil group classification. Shaded fields
indicates modifications from the original SCS table. Figures in italic belong to a new soil
group and to a new land use.

Ciass | CATEGORY HYDROLOGIC SOIL GROUP ORIGINAL SCS CATEGORY
A |AB| B |BC| C |CD|D
101 Snow and Ice 30| 30| 30| 30| 30 | 30| 30 |No corresponding category
102 Rocks 90 | 80 | 90 | 90 | 90 | 90 | 90 |No corresponding category
103 Boulders 74| 791 84 | 86| 88 | 89 | 90 |Streets and roads: mean of gravel
and dirt
104 Swamps, Mulch and 44 | 85 | 65 | 71 | 77 | 80 | 82 |Open spaces etc: mean of good and
Peatlands fair condition
201 Rivers and Lakes 99 | 99 | 99 | 99 | 99 | 99 | 99 |No corresponding category
401 Forest (dense) 30 | 43| 65 | 63 | 70 | 74 | 77 |Woods good condition
402 Forest (sparse), Shrubbery | 36 | 51 | 65 | 71 | 76 | 79 | 82 |Wood grass combination fair
403 Forest (sparse), Bushes 32 | 45| 58 | 60| 72 | 76 | 79 |Wood grass combination good
602 Cereals and root crops 62|68 | 73|77 |81 | 83| 84 |SCSCN ¥ row crops + ¥ small
(summer) grain C and CR good
Cereals and root crops 74 | 79| 83 | 86 | 88 | 89 | 90 |SCS CN crop residue cover good
(winter)
603 Feed (s) 30 | 44 | 58 | 65 | 71 | 75 | 78 |SCS-CN meadow
Feed (w) 41|51 60|68 (75|78 |81 |SCS-CN % meadow + % crop
residue good
604 Caitle (summer) 49 | 59 | 69 | 74 | 79 | 82 | 84 |3CS-CN pasture fair
Cattle (winter) 49 | 59 | 69 | 74 | 79 | 82 | 84 |30S-CN pasture fair
605 Cattle and feed (s) 39 | 50 | 61 | 68 | 74 | 77 | 80 |SCS-CN pasture good
Cattle and feed (w) 44152 | 59 | 66 | 72 | 76 | 79 |SCS-CN pasture good - fair
606 Rotation (summer) 51 | 60 | 68 | 73 | 77 | 80 | 82 [SCS-CN 2/3 cereals + 1/3 feed
Rotation (winter) 63 |69 | 75|79 | 83 | 85 | 87 [SCS-CN 2/3 cereals + 1/3 feed
701 Vineyard 64 |69 | 73| 76 | 79 | 81 | 82 |Row crops, mean of poor and good
contoured and terraced
801 Areas with high settlement | 89 | 91 | 92 | 93 | 94 | 95 | 95 |Commercial areas (85%
density impervious)
901 Areas with medium 77|81 85| 88 | 90 | 91| 92 |Residential areas (65% impervious)
settlement density
1001 Areas with low settlement 54|62 | 70 | 75 | 80 | 83 | 85 |Residential areas (25% impervious)
density
1101 Transportation 98 | 98 | 98 | 98 | 98 | 98 | 98 |Paved parking lots, roofs,
infrastructures driveways, etc.
1201 Industrial areas 81 |85 |88 |90 (91 |92 |93 |Industrial district, (72% impervious)

4 PRELIMINARY BASIN SCALE VALIDATION TESTS

The modified parameterisation of the CN method based on its testing at the plot scale and on process
oriented consideration provides only a partial test in relation to its performance at the catchment scale.
Because the ultimate goal of SCS-CN method revision is the use as rainfall excess component of
rainfall-runoff models, a preliminary investigation has been carried out, by using the modified CN
parameterisation to simulate flood events in a small mesoscale catchment of the Swiss prealpine region.
In principle, the CN method can be used as component of any kind of rainfall-runoff model, but given
its suitability to account for variability of runoff generation at the plot scale, it has been tested in the
context of this preliminary validation study as part of a distributed rainfall-runoff event-based model,
which has been used to simulate selected events, ranging from low to very high return periods.The
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choice of an event-based model stems from the need to minimise the number of process component
that could contribute to add noise signals to simulations, thus limiting the capability of identifying major
limitations related to the poor performance of the runoff generation component. The event-based
model, named FEST (Aash— flood Event-based Spatially—distributed rainfall- runoff Transformation)
is consistent with the prototype of used by Mancini (1998), but is used in its modified version (see for
details Burlando et al., 2001) and consists essentially of
e a distributed input represented by the observed storm rainfall field,
e the raster based CN model component, with parameters variable in space on 100x100 m grid;
e a surface transfer component to model overland flow, based on a Muskingum-Cunge representation
of the flow propagation over the 100x100 m grid domain;
¢ a surface model component for channelised flow, also based on a Muskingum-Cunge scheme, and
e a sub-surface model component based on the linear reservoir conceptual scheme to account for
runoff contribution due to the portion of the infiltrated rainfall that contributes to river discharge.
A preliminary set of simulations has been performed on a test basin located in the prealpine region of
north-eastern Switzerland. The Murg basin is a mesoscale basin, largely rural, for which a set of flood
event data is available at two different outlets representative of two nested catchments, respectively 8
(Fischingen) and 79 km® (Wangi) in size (see for details Burlando et al., 2001). The catalogue of flood
events includes 19 events for which coupled hourly rainfall measured at a raingage close to the outlet
and discharge data are available. Four event are used for the calibration of the model and the remai-
ning events for the validation. By means of a trial and error procedure the calibration events allowed to
adjust the parameterisation of the Muskingum-Cunge modules and as fine tuning of the CN values for
agricultural and forest areas mainly in the Fischingen subcatchment, and for other land uses in the
whole catchment. The adjustment necessary to allow a correct reproduction of the flood event are
used as feedback in the final formulation of the assignment scheme of the CN method, mainly to test
the adequacy of the conversion relationship to transform CNy values into CN; or CNy, in order to
account properly for the antecedent maisture conditions. An example of result for a calibration event is
reported in Figure 4-1. Despite the large variability of the considered events, the validation carried out
on the remaining 15 flood events, for both the considered basin outlets, put in evidence the ability of
the model to capture in most of the cases the peak value, the time to peak, and, with a smaller rate of
success, the flood volume. Figure 4-2 shows an exemplary result for the validation set of events.

60 —— 0 8 I
—o—Wingi, observed + ! —o— Fischingen, observed
s I = Fischingen, computed
50 + - = \Wangi, computed |
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Figure 4-2: Example of simulation for a validation event at two different basin scales, Wangi (79 km®),
left side, Fischingen (8 km®) right side.

In summary, the analysis of model performance has shown that the coupling of the CN method with a
simple distributed rainfall-runoff scheme is enough robust to capture flood runoff at different basin
scales over several and varied events. However, the timing of the hydrograph and the associated shift
in the volume, especially evident at the small scale, suggest that, further to possible changes in the
CN model structure, improvements of the CN parameterisation are anyway necessary in relation to the
estimation of the initial abstraction and of the CN-dependence on the antecedent moisture condition.
The latter has been computed with reference to the criteria defined by eq. (4}, which has been shown
to be often inadequate in capturing the effective wetness of the basin. In some cases it has been

416



Topic 4
Modelling and Regionalisation of Floods

indeed sufficient to use the parameterisation for the next AMC class in order to accommodate the
insufficient fitting. The amount of experimental data that could be considered in this study did not,
however, allow to investigate more comprehensively this aspect, which should account for the specific
characteristics of the wetting and drying dynamics in prealpine and alpine regions.

5 CONCLUDING REMARKS

The purpose of the study was to explore the suitability of the popular SCS-CN method to reproduce
correctly the flood runoff generation in alpine and prealpine regions. The results, although preliminar and
based on a trial and error approach rather than on a theoretical basis, has highlighted the overall ability of
the SCS-CN method to reproduce correctly a significant number of flood runoff occurrences when coupled
with a simple rainfall-runoff distributed model. The revised parameter table (see Table 3-4) has been
obtained by a qualitative and iterative process, which has made use of literature data from experimental
plots and of an extensive thematic data sets in raster form. Some of the comparison between rainfall ex-
cess computed via CN method and observed from plot experiments highlighted that the presence of spe-
cific runoff mechanisms at the microscale can lead to poor performances. The performance is only slightly
improved even when process oriented considerations are introduced on the basis of detailed soil infor-
mation retrieved by the comprehensive raster data base. This would suggest the need for some structural
changes of the model, in order to make it suitable for use at the individual plot scale. However, the vali-
dation of the modified CN assignment scheme carried out at the catchment scale indicate that microscale
runoff generating mechamsm have a limited propagation effect on flood runoff generation when catchment
larger than a few km® are considered. The weaker performance at the plot scales could however suggest
the presence of a break in the lower range of scales of application for this approach.

Although further quantitative testing of the model is required on an extended and comprehensive set
of geographical locations and storm events to achieve a final parameterisation table, the results can
be considered enough encouraging and may indicate that the model can perform satisfactorily despite
its conceptual and simple nature, if properly used, within a range of scale which covers a large part of
the scales of technical interest. The coupling of the CN method with the distributed representation of
the runoff components of the rainfall-runoff transformation indicates especially a major deficit for those
events, which are characterised by a strong influence of the soil saturation dynamics prior to the event
itself. This suggests that the CN method is suitable in the prealpine and alpine for the estimation of
values in the upper range of the flood frequency curve (i.e. rare events), which are characterised by a
less pronounced influence of the soil saturation dynamics within the interstorm period. Further investi-
gations are currently carried out, in order to improve this specific aspect, that is of great importance
when storm events are characterised by a sequence of storm peaks spaced by short dry periods that
allow a recovery of the soil retention capacity by temporary drainage.
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SUMMARY

In this work we show how modern statistical tools can be useful in hydrology. We start by fistening to
what the data say' in order to elicit a flexible model for rainfall-runoff transfer. Our model respects the
correlated structure of the runoff observations, and essentially models their conditional mean and
variance. The conditional mean is taken to be a linear autoregressive combination of present and pre-
vious rainfall and previous runoff, while the variance also depends on rainfall history. Different algo-
rithms for estimating model parameters are proposed. We also state some asymptotic results for the
parameter estimators, needed to construct confidence and predictive bounds. We also underline the
idea of model misspecification in order to construct robust “sandwich' confidence intervals. These
ideas are illustrated on an example.

Keywords: confidence bounds, quasilikelihood, rainfall-runoff, variance model

1 INTRODUCTION

A comprehensive literature search would no doubt disclose the existence of several hundred rainfall-
runoff models, and the number of unpublished models probably exceeds that of the published ones.
During the last three decades, a substantial effort has been done in stochastic rainfall-runoff model-
ling, the majority of them based on time series modelling (Box, Jenkins, 1976). This approach has the
major drawback that most standard linear time series models are intended to model variables lying in
the real line; in fitting routines the white noise is generally taken to be normal, leading to symmetric
distributions for runoff. Rainfall and runoff are non-negative and highly asymmetric, however, so trans-
formations must be applied if the normal model is to fit. This makes the model parameters difficult to
interpret even if their number is relatively small, and suggests that non-normal models may be more
useful (Hipel, McLeod, 1994).

In rainfall-runoff modelling, the main objective is to model the mean behaviour of the runoff, while the
variance structure is neglected and assumed constant. However, it is hard to believe that the variance
does not change over time. One simple example is the difference in variances between the rainy and
rainless periods.

When the distribution of the runoff data is to be chosen, as is usually the case in stochastic rainfall-
runoff modelling, we say that the models are parametric. The obvious drawback is potential mis-
specification of the distribution. Quasilikelihood (QL) theory (Wedderbumn, 1974) gives the possibility
to draw inferences when there is insufficient information about the data distribution.

In this work we propose a new methodology for rainfall-runoff modelling, which jointly models the
mean and the variance structure and does not require a complete parametric distribution specification.
The mean structure is taken to be a linear autoregressive combination of present and previous rainfall
and previous runoff, while the variance also depends on rainfall history. Inference for our model is per-
formed using classical likelihood methods, and also by the more robust technique of quasilikelihood,
presupposing no particular distribution for runoff. The model has been developed on the Biorde catch-
ment in Switzerland.

Data with its exploratory data analysis are presented in Section 2.1. Section 2.2 proposes the rainfall-
runoff model for which the parameter estimation algorithms are given in Section 2.3. Some important
asymptotic results are stated in Section 2.4. A data example in Section 3 illustrates our model.
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2 RAINFALL-RUNOFF MODEL
2.1 Data and exploratory data analysis

Our data, two time series representing rainfall in mm and runoff in mS/S, come from the Biorde catch-
ment in the canton of Fribourg in Switzerland. Its area of 25.3 km® is composed of both rural and urban
zones. Rainfall is measured at the Grange station and runoff at the Biorde outlet. Hourly values of the
Biorde data from October 14, 1992 until December 28, 1993 are shown in Figure 2-1. Several things
can be learned from this graph. First, both rainfall and runoff are positive valued. Comparing both se-
ries at the same time, we can conclude that a certain relation exists between them. However, our data
set is quite large (10547 observations in each series) so the details cannot be seen. A closer look at
one rainfall event and the corresponding catchment reaction represented by runoff shows a time lag
between them.

One way to estimate the unit hydrograph is to fit a normal linear regression model taking the runoff at
time t as response and rainfall at times t,t-1, ...,t-k as explanatory variables. Its residuals show that the
model does not explain a recession curve structure that occurs during the rainless periods. This sug-
gests separating the runoff data into rainy and rainless parts. Similar ideas can be found in Lu and
Berliner (1999). We show some characteristics of rainy and rainless periods in Figure 2-2. In this initial
analysis we examine the marginal distributions of the runoff even if the conditional ones are modelled
(Section 2.2). Time plots for rainy and rainless runoff reflect the above-mentioned characteristics (in-
creasing and pulsing phase for the rainy and decreasing phase for rainless data) and we should take
account of these when modelling runoff. The raw runoff histograms may indicate that even if the rainy
and rainless data belong to the same family of distributions, they probably do not have the same
parameters. When comparing histograms for the runoff logarithms, we can hardly believe in the same
distribution; the rainy data probably come from a bimodal distribution. The normal distribution is clearly
not a suitable candidate. For simplicity, we suppose that both rainy and rainless data come from the
same distribution, but with a different set of parameters. A similar analysis for the whole data series
suggests a gamma distribution as a possible candidate. In the next section we use this information to
construct our madel.

Time {hours)
0 2000 4000 8000 8000 10000

Rainfall {mm)

12

16

Biorde 14.10.1892-28.12.1983

1 T

4] 2000 4000 8000 8000 10000

Figure 2-1: Hourly measurements of Biorde data. The top panel shows the rainfall data in mm mea-
sured at the rain-station Grange. The bottom panel shows the runoff data in m%s at the
Biorde outlet.
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2.2 Model

Let X; and Y, represent hourly rainfall and runoff at times t=1, ...,T. As our goal is to model runoff as a
function of observed rainfall, we suppose that the runoff series Y, is random and treat the rainfall
series X; as known. Let H;denote the present and the past rainfall and past runoff at time t

(1) Ht:(Xt!""xt‘k=Yt—1""!YI—I);

we will call H;the history. This is the information available to the modeler for prediction of the runoff Y,
at time t. In practice we only need a small subset of Hy, typically taking k and | to be small integers.
The assumption that Y, depends only on Y+, ...,Y,, amounts to the I” order Markov property. We sup-
pose that the conditional distribution of Y, given the history H, is some unknown density q(y,|n,;6),

where y; and h; represent values of the random variables Y, and H, and the vector parameter 8 sum-
marizes their dependence structure.

Choosing any standard parametric distribution for g means choosing a wrong distribution (see Section
2.1). Therefore, we only specify the conditional mean and variance of Y,

(2) ., = E(Y, |Ht), e = var(Yi|Hl).

The mean runoff at time t is supposed to be a linear combination of present and previous rainfall and
previous runoff,

kK |
(3) Be= 2 BXi+ 2 1Y =T+t T,
j=1

i=0

where r = max(k,) and the values of k and | are determined by a model choice procedure. The advan-
tage of a linear relationship is a quasi-physical interpretation of p; and v. The dimensionless parame-
ters y; measure the association between expected current and past runoff, while the parameters j;
have the dimensions of runoff/rainfall and measure the effect of rainfall on expected current runoff, as-
sumed to be linear. We expect all the B, to be positive, though we do not impose this when fitting the
model. We therefore suppose that a mean parameter of the conditional distribution keeps the same
structure for all values of runoff.
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Figure 2-2: Characteristics of rainy (top) and rainless runoff (bottom). From left to right: a time plot,
histogram with estimated gamma density (solid), gamma quantile-quantile plot (QQ-plot)
and histogram of the log of data.
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In the previous section, we outlined the necessity to model differently at least one parameter of the
rainy and rainless distributions; see Figure 2-2. As these were defined as functions of the rainfall his-
tory that is a part of h; for each y;, we have found it useful to model changes in the conditional variance
ol Primary interest still attaches to how the mean response is affected by covariates, while the o
parameters are regarded as a nuisance.

In the usual linear model there is no relation between the mean and variance of the response, and this
is also the case for conventional time series models. This is rarely true for positive data like ours, for
which the variance is often proportional to the mean squared. This property is shared by the expo-
nential, gamma, lognormal and Weibull distributions; the ‘usual’ choices for the runoff. In our case it is
useful to accommodate the possibility that the current variance of runoff depends on recent rainfall
history, and to suppose that of & uf‘/vf, where the precision parameter v; = exp(h1+i,l; ) depends on
the indicator

i) | _{o, if X, =...= X, =0,
tk

1, otherwise,

of rainfall in the preceding k days. Here we suppose that v; is a constant in both rainy and rainless
periods. This is a very simple way to incorporate into a model our findings from Section 2.1.

In the data analysis below, we say that the period preceding time t is rainless if x,; < 0.1 mm for all

j =1, ... k. Otherwise the period is considered to be rainy, with I,y = 1. During a rainy period runoff
increases and can be rather variable, but in a rainless period it shows a slow essentially deterministic
decline towards zero.

Our parameter vector 8 = (Bo, ...,Bk¥1, ...m,M,kg)T contains terms for the dependence of E(Y,) on
previous runoff and rainfall, and for dependence of its variance on the presence of recent rainfall. The
next section discusses algorithms for estimating the model parameters.

2.3 Parameter estimation

Let w = (Bo, ....Bys -..m) and A = (Ay,A;)' represent parameters of the conditional mean p: and
variance o;” models respectively. In this section we give several possibilities for the joint estimation of
these parameters. We first distinguish between two main approaches: parametric and semiparametric.
The parametric approach requires a full distribution specification for the conditional runoff Y,. As pro-
posed in Sections 2.1 and 2.2 the least inappropriate candidate would be the gamma distribution.
Under the model described above, the runoff series form a Markov chain of order |, and the joint
density for Yy, ...,Y7 given rainfall data x4, ...,xr may be written as

]
0] T fum (vi|i:0)

t=r+1

(5) f (y

X’e) - fY‘._. Xy (y1:---,y,

where f, , is gamma with mean y, and variance o; 0 = (y,A)". One difficulty is that the joint density

fyﬂ_”yr(y1,...,yr|x;9) cannot be determined without additional assumptions, so we consider only the

right part of equation (5). Regarded as a function of 6 with y fixed, the right part of equation (5) is a
conditional likelihood of Y4, ...,Yrgiven Yy, ...,Y.. As ris usually small we do not lose much informa-

tion. This conditional likelihood is then maximized at the maximum likelihood estimate 8 = (J,4)". We

will call this method Gamma-Based Maximum Likelihood (GBML). Its main drawbacks are that it
requires a full specification of the conditional runoff distribution and that it can be time consuming to fit
(see Section 3).

In the text below, we discuss a semiparametric approach for estimating model parameters. The main
idea is to parametrize aspects of model of primary importance such as dependence of the conditional
mean and variance on previous rainfall and runoff minimizing the distributional aspects, which are
regarded as secondary. One possibility is the use of the quasilikelihood method that constructs a
qguasiscore estimating function based only on the conditional mean and variance specifications
(Wedderburn, 1974); the score function is defined as a derivative of the loglikelihood in vector para-

meter 8. The quasilikelihood estimator 8 = (y, )" is a solution of the quasiscore equations
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- Yt ﬁE(YtlHI) -
(6) Ug=—"—""Yp t=r+d..T.
var(Y,|H,)

The quasilikelihood method supposes var(Yt\Ht)to be constant, which is not satisfied in our model

due to a time dependence of the precision parameter v,. Under the gamma-based model, the mean
parameter y and the variance parameter i are conditionally expected orthogonal (Cox, Reid, 1987).
This result allows us to keep one orthogonal parameter fixed while estimating the other one. We then
assign some initial fixed value to the parameter &, estimate v, iterating between the vy, A estimation
procedures until a suitable convergence criterion is satisfied. We assume that the algorithm has con-

verged when |new.parameters —old.parameters|, /|loldparameters| <g, with g > 0 usually fixed at
9 2 2

0.0001 and [al, =/>. af , where a is a n-dimensional real vector. It is simply an extension of the Ite-

ratively Reweighted Least Squares procedure (Firth, 1991; Green, 1984).
For the fixed value of %, the mean parameter v is estimated by solving for W

(7) =

=0, t=r+1,..,T,

where . is defined in (3); W =(By.....B¢. 7., %) is @ maximum quasilikelihood estimator of v, We
define

Ki | .
(8) al =ZB|Xt—i +Z'ijt,j, t:r+1,...,T.
; e

We now describe two methods for estimating A assuming v fixed. For the first, we use the fact that Vi
takes only two values: v. = exp(h1+X,) for the rainy and v, = exp(),) for the rainless periods, so these
parameters can be consistently estimated by splitting the data into rainy and rainless parts by the
method of moments

-2 oy
(9) ?12 =logT —log [Z(LN#}_}L, 11 =logT ﬁ|og{z(y1 :2“1) }
E H t Hy

[ nr
T ar

The second method takes

]

~2

- Hy
(10) V=————
I {¥e — iy )2
to be the response of the quasilikelihood model E(¥, [Ht) =exp(r, + A5k, ).

The conditional variance of ¥,is taken to be constant. The estimates of A and Ao are calculated by sol-
ving the quasilikelihood equation

i § $ = OB holy ) OeXP + k)

t=r+1 o 15)%

0,

where o,% is the conditional variance. The fitted values of ¥,, V,are calculated as V.. = exp(k,)and
¥, =exp(k, + L1, ), where %,is the maximum quasilikelihood estimate of % solving (7).

Starting from some initial values for v and %, we iterate between (7) and (9) or (7)and (11) and obtain
two additional quaslikelihood-based estimating methods: Method of Moments Estimators of Dispersion
parameters (MMED) and Quasilikelihood Dispersion Estimation (QLDE(l)) respectively. The latter
allows for a straightforward extension of our model, replacing the binary variable I, with some con-
tinuous variable Z. A simple candidate for Z is a sum of the previous k observations
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k

(12) Zt‘k = th—if

i=1

which is related to the antecedent moisture conditions of the catchment. We estimate % as in QLDE(l),
except that we replace |y by Z:,. We will call this method of estimation QLDE(Z). Further extension of
the basic model can be easily imagined changing both the mean and the variance model.

2.4 Asymptotic results

In this section we give the main results for the asymptotic (large sample) behaviour of the (quasi)
likelihood estimator for the parameter of interest v, showing their use in constructing confidence and
prediction intervals.

Under the model assumptions (2), respecting the Markov chain property for Y; and under some regu-

larity conditions, martingale limit results are used to show that the (quasi)likelihood estimator () is
consistent and has the asymptotic normal distribution

(13) 0 Nfy,(MWWMYT, NGy I9) ),

where M = XXy | X[ Vi [Vieo| +[yio] s the (T-r) x (k+I1+1) local design matrix, Wis a (T-r) x (T-r)
diagonal matrix with t" element ¥,/i? and () is a form of conditional information that is in our

example equal to M"WM . Hence (1-20)% confidence bounds based on {,and y are

>

(14) ytz V"2, y, tz, E”, i=1. . Kk+1+1,

where V, and V; are the j" diagonal elements of (M"WM)™" and {I(xp)}f1 respectively and z, is the o
guantile of the standard normal distribution.

This standard theory applies when the assumed model is the true one. If the variance model is mis-
specified, then considering the mean model as the true one, under mild conditions U/ remains con-

sistent and asymptotically normal, but (M"WM)™ does not estimate its covariance well. The estimator

for the covariance of s under the misspecified variance model (2) is called a ‘sandwich’ estimator be-
cause of its form

(15) (MTWM) "MW (y — i)y — i) WM(MTWM) ™",

By similar arguments, if the error distribution is misspecified in the parametric approach (we know that
gamma model is not the true one), but the other aspects of the model are correct, then under mild
conditions the estimatory remains consistent and asymptotically normal with the ‘sandwich’ cova-

riance estimator

~ a -1 " . -1
(16) {MTWMJrMTdiag{M}M} MW diag{y, —ﬁf}M[MTWM+MTdiag{72V‘(353_ i)y
1

i
These results can be then used to construct ‘sandwich’-based confidence intervals for y. Using both
model- and ‘sandwich’-based confidence intervals for y, we may construct prediction intervals for
future observations

(17) [max{yl -zu%(y,)“,o};g‘/t + zu@r(yt)ﬂ ,
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2
where var(y,) = var(fi, {1+ l) +H—‘, var(fi, )=Mvar(y)M" . The same theory holds for maximum likeli-
Vl Vt

hood estimators. More details can be found in Capkun (2001), Chapter 4.

3 MODEL CALIBRATION AND VALIDATION

In order to define the complexity of the model for Biorde data, we used the model choice algorithm
developed in Capkun et al. (2001). That algorithm combines automatic information criteria with model
diagnostics to define the smallest couple (k,|) that fits the data reasonably well. The GBML algorithm for
parameter estimation was used on the first 2500 Biorde observations. The chosen model has a mean
structure with four parameters, of which B4, B, explian the direct impact of rainfall and 11, Y2 the recession
curve of the runoff. There are also two parameters A4, A, that control the coefficient of variation of the

model. The J, is taken to be zero and it seems that one hour is enough for the Biorde catchment reac-

tion, because f, is significantly different from zero. Parameter estimates with the corresponding model-

and ‘sandwich’-based standard errors, calculated with four estimating methods from Section 3-2, for the
parameters of interest w=(B4, B2, 1, yz)T are given in Table 3-1. The estimates of the direct rainfall
parameters 3 are small compared to estimates of the autoregressive parameters . This is not sur-
prising, because the autoregressive time series model (e.g. AR(p)) is a satisfactory description for the
stationary runoff data (Delleur, 1991). The first three methods, GBML, MMED and QLDE(l), concern the
basic model described in Section 2-1. Their estimates for the parameters of interest are very similar but
QLDE(l) has rather different estimates for the dispersion parameters. The value of dispersion parameter
estimates influences the model-based standard errors, while the ‘sandwich-ones remain robust.
‘Sandwich’-based standard errors for the parameters of interest are about two times bigger than model-
based ones and probably more plausible. The interpretation for QLDE(Z) estimates remains the same as
for the other three method's, their values being different due to the different model for variance. It is
worth noting that the ‘sandwich’-based standard errors are comparable to these for other three methods
of estimation, while the model-based ones are rather different.

In Figure 3-1 we compare the cumulative periodograms of the deviance residuals, time plots of the
deviance residuals and the ratios of the observed and fitted values for the (2,2) model with the
parameters estimated by GBML, MMED, QLDE(l) and QLDE(Z) algorithms. There is no significant
difference between the cumulative periodogram plots and the ratios of the observed and fitted values.
However, the larger value of the dispersion parameter estimates obtained with QLDE(l) or QLDE(Z)
algorithms influences the deviance residuals, making them larger than those for GBML or MMED
algorithm. We would therefore prefer the two latter. Note that in the right part of all time plots of the
deviance residuals and ratios of the observed and fitted values, there are some periods of ‘perfect fit'.
These correspond to the longer rainless periods where either the recession curve or a horizontal line
is observed for the runoff. We may include that information to a new nonlinear model that separates

Table 3-1.  Parameter estimates with the model- and ‘sandwich’-based standard errors (SE) for the
(k.1)=(2,2) model fitted to the Biorde data using GBML, MMED, QLDE(l) and QLDE(Z)

algorithms.
Parameter Estimate
(Model-based SE, ‘Sandwich'-based SE)
GBML MMED QLDE(l) QLDE(Z)
B 0.022 0.022 0.022 0.019
(0.004, 0.007) (0.004, 0.007) (0.001, 0.007) (0.001, 0.003)
B 0.029 0.029 0.028 0.017
(0.005, 0.010) (0.005, 0.009) (0.002, 0.009) (0.001, 0.005)
Y1 1.556 1.651 1.580 1.669
(0.016, 0.035) (0.016, 0.034) (0.006, 0.033) (0.006, 0.028)
Y2 -0.561 -0.557 -0.585 -0.672
(0.016, 0.034) (0.016, 0.033) (0.0086, 0.032) (0.006, 0.027)
M 7998 8.012 9.849 9.757
Ao -2.890 -2.993 -2.440 -0.680

425



International Conference on Flood Estimation
March 6-8, 2002 / Berne, Switzerland

0

000l 00§

(sunoy) swi |

0002

0

000k 00§

(sdnoy) st

000z

0

000} 00S

(sinoy) swiy

000z

0

000L 009

(sinoy) awj

0002

Observed/fitted ratio Deviance residuals cumulative periodogram
0.8 10 1.2 1.4 -20 -10 0 10 20 00-0 02 04 06 08 1.0
o o
o 3]
g 2 >
= > o %
38 R ®
3 c ]
= @ N
1] a8 & =
= < @ o
< o
S o =
= E r
o
i o
)]
Observed/fitted ratio Deviance residuals cumulative periodogram
0.8 1.0 1.2 1.4 -20 -10 0 10 20 OO-O 02 04 06 08 10
o o ' ' ' ‘
o o
o -
o
=1 5 T o
3 o D i =
B8 anm =
= 5o m
g 8w 2
&,
2 o
S ~
3
o
3
Observedffitted ratio Deviance residuals cumulative periodogram
0.8 1.0 1.2 1.4 -20 -10 0 10 20 OU-U 02 04 06 08 1.0
o o
g —
5a 3o N )
% 8 o N =
pafli =) % o
= 3 o Jm
= 2w =
@
38
= =
(e
o
(4,1
Observed/fitted ratio Deviance residuals cumulative periodogram
0.8 1.0 1.2 1.4 =20 -10 0 10 20 oO'O 02 04 06 08 1.0
o o
o o
c -
. S
= > o 0
3o D | &
38 g o
=
g 23 N
@,
N
g 5
o
o
n

Figure 3-1: Observed versus fitted ratios (left), deviance residuals (middle) and cumulative perio-
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dograms of deviance residuals (right} for the Biorde (2,2) model fitted using GBML, MMED,
QLDE(l) and QLDE(Z) algorithms. Diagonal lines in the top panel represent 95% confi-
dence intervals.
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deterministic form the stochastic behaviour of the runoff; the runoff values that are less than some ymin
and for which the rainfall is less than some xn, belong to the deterministic part of data. We do not
consider this here.

Calculating times for estimating the parameters of a (2,2) model for the first 2500 Biorde data 468.7, 2.3,
3.9 and 6.3 seconds for the GBML, MMED, QLDE(l) and QLDE(Z) respectively, using S-plus on a
Silicon Graphics work station with the TRIX64 1 195 MHZ IP28 Processor. The interest of
using iterative reweighted least squares algorithms is obvious because the fitting time is considerably
diminished in all cases compared to GBML. Our preference though goes to the MMED algorithm.
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Figure 3-2: One-step predicted values, fitting and predictive confidence intervals. The left part shows
results for 50 observations from the calibration period and the right part shows the results
for 50 observations from validation period. The upper panels show the corresponding
rainfall data and the bottom panels are model- (M) and ‘sandwich'- (S) based standard
errors for the mean estimator. The runoff observations (points), predicted values (solid
line) and 95% prediction intervals (dashed lines) are shown in the central panel.

In order to examine the one-step prediction, the prediction and confidence intervals more closely, we
chose intervals of 50 consecutive observations from the calibration (first 2500 Biorde data) and vali-
dation (the rest of the data) periods; see Figure 3-2. The upper panels show the corresponding rainfall
and the bottom panels the model and ‘sandwich' standard errors for the fitted means. The observed
runoff values, the predicted values using MMED estimating method and the 95% prediction intervals
are shown in the central panel. The variance var(fi,)is a negligible part of the predictive variance

var(y,) so the model and ‘sandwich' prediction intervals coincide to within drawing accuracy.
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4 CONCLUSIONS

Classical time series models for the rainfall-runoff transfer have two major drawbacks. One is the use of
symmetric distributions rather than positively skewed ones for non-negative data such as runoff. The
second is the constant variance assumption, which is inappropriate; at least two different parts of runoff
exist: the rainy and rainless. None of the existing hydrological and statistical models satisfies exactly our
needs, but a combination of them allows for different methods of estimation: Gamma Based Maximum
Likelihood (GBML), Method of Moments Estimators of Dispersion parameters (MMED) and Quasi-
likelihood Dispersion Estimation (QLDE). Classical likelihood theory combined with martingale limit laws
gives an elegant proof of consistency and asymptotic normality for estimators of the parameters of inte-
rest; the orthogonality of mean and dispersion parameters is used. We also allow for the misspecified
model structure in both parametric and and gquasilikelihood cases. These results are then used to
construct model- and ‘sandwich'- confidence bounds for the model parameters and fitted values, as well
as the prediction intervals for future observations. The necessity for these robust techniques is confirmed
in practice where the ‘sandwich'- confidence bounds remain stable under different methods for estima-
ting dispersion. However, some additional work is needed in order to investigate into the limit properties
of the estimators calculated with different methods mentioned above. In practice, we suggest the use of
the MMED procedure. The main drawback of our approach is that it is not able to generate new data
sets and is not appropriate for long-term prediction.
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SUMMARY

The paper analyses the effectiveness of incorporating information about the timing and recurrence of
hydrological extreme events in defining homogeneous groups of sites for regional frequency analysis
of floods or rainstorms in a wide study area in Northern-Central Italy. Through a series of Monte Carlo
experiments a recent study proved that the seasonality indicators have a high descriptive capability
with respect to the regionalisation of floods. Therefore the analysis investigates the descriptive poten-
tial of these indicators concerning the regionalisation of rainstorms. Starting from an initial subdivision
of the study area into homogeneous rainfall regions, based upon geographical criteria (e.g., altimetry,
closeness to the sea, orography, etc.) the analysis explores the possibility to enhance this subdivision
on the basis of the spatial variability of seasonality indicators. The degree of homogeneity of a series
of alternative subdivision hypotheses is assessed by utilising a bootstrap resampling technique. Quite
surprisingly, the study results do not seem to show any significant improvements when considering the
seasonality of extreme rainfall in the delineation of homogeneous rainfall regions.

Keywords: Regional frequency analysis, seasonality, Monte Carlo, bootstrap, design flood and storm

1 INTRODUCTION

Regional flood frequency analysis techniques represent valuable tools to perform efficient and reliable
estimations of the design flood when the required information is not available for the site of interest, or
the short record length does not allow one to perform an at-site estimate without introducing unduly
extrapolations. In these circumstances hydrologists and technicians may also adopt a different proce-
dure. They could perform a statistical estimation of the design storm for the catchment of interest, and
subsequently use this rainfall event as the input of a rainfall-runoff model to obtain an indirect esti-
mation of the design flood as the model output (see for example Brath et al., 2001). If the application
of this approach collided with the issue of rainfall data scarcity, the technician would probably choose
to apply regional frequency analysis technigues in order to produce an effective estimate of the design
storm. Either way, regional frequency analysis techniques are meaningful options in estimating the
hydrological design events.

The index flood approach (Dalrymple,1960) is probably the first structured and formalised regio-
nalisation procedure to appear in the scientific literature. Nevertheless, up-to-date versions of the pro-
cedure are still widely employed around the world. The approach is based on the subdivision of the
study area into zones, called homogeneous regions, wherein the probability distribution of annual
maximum peak flows is invariant save for a scale factor represented by the index flood.

Soon after the presentation of the index-flood approach, further research showed that in order to im-
prove the reliability of the regional estimates of the design event it was necessary to base the zoning
procedure upon physical and climatic criteria (Acreman, Sinclair, 1986) and objective techniques, such
as the Region of Influence (ROI) approach (Burn, 19390).

The research for highly descriptive, and possibly simple, indexes of hydrological similarity on which to
base the homogeneous region identification process is still a crucial task in hydrology (see for
example, Bates et al., 1998; Castellarin et al., 2001).

This paper presents the results of an extensive analysis performed for a broad geographical region of
Northern-Central ltaly. The analysis employs Monte Carlo experiments and bootstrap resampling
techniques to asses the descriptive capability of the seasonality indexes of extreme hydrological
events proposed by Bayliss and Jones (1993). In particular the analysis tries to achieve a clearer
understanding of whether these indexes may be effectively used in the study area to form homo-
geneous groups of sites for regional frequency analyses of floods or rainstorms.

The paper is structured as follows: the second section briefly recalls the seasonality indexes of hydro-
logical extreme events, the third and fourth sections present the results of the analyses relative to the
regionalisation of extreme flood and precipitation respectively.
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2 SEASONALITY OF HYDROLOGICAL EXTREME EVENTS

Seasonality indexes of hydrological extreme events can be defined by means of directional statistics
(Mardia, 1972). After Bayliss and Jones (1993), the date of occurrence of the event /, with / being
either a flood or rainfall event, can be written as a directional statistic by converting the Julian date of
occurrence into an angular measure through,

) 8; = (Julian Date); (2r7/365)

Each date of occurrence for a series of n events, such as an Annual Maximum Series (AMS) or a
Partial Duration Series (PDS), can be represented as a vector in polar coordinates with a unit
magnitude and a direction given by Equation (1). The x and y coordinates of the mean of this sample
of n dates of occurrence can be computed through,

@) x=(/n)y,  cos©): y=@/n)Yy,  sin(6,)

The direction, @ , along with the magnitude, r, of the vector representing this point in polar coordinates
can then be obtained by,

(3) 6 =arctan(y/x): r =y x® +y°

The direction 6 represents a measure of the mean timing for the sample of n dates, and can be con-
verted back to a mean date, MD, through,
~ Station 2 2 Station |

(4) MD =86 (365/ 277) SMDSHiZ sMPSHlati

S ov Y e W,

The magnitude r provides a measure of the regularity of the pheno-  Feb

menon. Values of rclose to one detect a strong seasonality, or regu- \
larity, in the dates of occurrence of the events. Values close to zero iy
are symptomatic of a great dispersion in the dates of occurrence 5 /*
throughout the year (Figure 2-1). Nov
RJ[_/&/ ‘
3 REGIONALISATION OF FLOODS USING SEASONALITY Figure 2-1: Representation
INDEXES of the mean date of occur-

rence (MD) for two series
The seasonality indexes defined by Equations (2), or equivalently by of events.
Equations (3), and computed with respect to AMS of flood flows have
been adopted in several recent regional flood frequency analyses as measures of hydrological simi-
larity among catchments (Zrinji, Burn, 1996; Merz et al., 1999; Castellarin et al., 2001).
In particular Castellarin et al. (2001) evaluated the descriptive capability of several physical and cli-
matic indexes to be used as indicators of hydrological similarity within a Region of Influence (ROI) ap-
proach (Burn, 1990). The authors considered a group of 36 unregulated catchments that are dislo-
cated over a geographical area with a significant degree of homogeneity with respect to the flood
regime (Figure 3-1). All 36 gauging stations have more than 15 years of observation and the average
record length is 33 years.
Through a series of Monte Carlo experiments, the analysis proved that pooling the hydrometric infor-
mation according to the similarities in the MDs of annual flood, as defined in Equations (2), could
considerably improve the estimates of the design flood. Furthermore, the analysis seems to indicate
that coupling the seasonality of annual flood with the seasonality of annual maximum daily rainfall for a
given catchment into a single hydrological similarity measure could lead to additional improvements in
the design flood estimation.
Some results of the Monte Carlo experiments are reported in Figures 3-2 and 3-3. The figures refer to
three different estimators. WAS (Whole Area of Study) is a reference condition that uses under the
index-flood hypothesis (Dalrymple, 1960) the hydrometric data collected over the entire area of study
in estimating the design flood for each site in the region. MDF (Mean Date of Flood) estimates the
design flood for a given location by pooling the hydrometric information with a Region of Influence
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approach (Burn, 1990) from those sites with a MD of the annual flood that is similar to the MD of the
site of interest. MDFR (Mean Dates of Flood and daily Rainfall) is analogous to MDF, but the pooling
procedure simultaneously takes into account the MDs of the annual maximum flood and annual
maximum daily rainfall (Castellarin et al., 2001).

Adriatic Sea

Apennine
Divide

P Raingauges

G ] unreg. catchments
. ‘%) [ JRainfall Reg. A
A . = | []Rainfall Reg. B
3 ~ Y| [ Rainfall Reg. C
R il I:] Rainfall Reg. D
| g 8 [T] Rainfall Reg. E

Figure 3-1: Area of study, 36 unregulated basins considered by Castellarin et al. (2001), raingauges
measuring daily rainfall with at least 30 years of observed data; subdivision into rainfall

regions.
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Figure 3-2: Average values over the study area of RMSE Figure 3-3: At-site values of the
and BIAS as a function of the return period. RMSE and BIAS for the

100-year design flood.

Figure 3-2 reports the average values over the entire study area of the relative mean squared error
(RMSE) and BIAS for the design flood estimates as function of the recurrence interval. The diagrams
of Figure 3-2 show quite evidently the superior overall performances of MDF and MDFR estimators
with respect to the WAS estimator.

Figure 3-3 presents the distributions of the mean values of RMSE and BIAS obtained during the
Monte Carlo experiments for the 36 considered sites by usi ng the three different estimators of the 100-
year design flood. The Box Plots of Figure 3-3 report the 25", 50" and 75" percentiles, along with the
minimum and maximum values. The better performances of MDF and MDFR with respect to the WAS
estimator are highlighted by the box plot representation both in terms of RMSE and BIAS. Figure 3-3
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shows for MDFR a higher median BIAS, but a lower median RMSE, and a lower dispersion in at-site
performances than what is observed for MDF.

4 REGIONALISATION OF RAINSTORMS

The results presented in the previous section seem to prove that the seasonality indicators have a
remarkable descriptive capability when they are used in the regional frequency analysis of flood flows.
The result led to an examination of the possibility to efficiently employ the seasonality indexes in the
regionalisation of precipitation extremes as well. This section of the paper briefly describes the exten-
sive regional frequency analysis of rainfall depths that was recently performed by Brath and Castel-
larin (2001) for the same area of study considered by Castellarin et al. (2001) (Figure 3-1). The
analysis' outcomes are then examined with respect to the spatial variability of the mean dates of
occurrence of daily and hourly rainfall annual maxima, trying to understand whether the seasonality
indicators defined by Equations (2), or Equations (3), may provide useful indications for the identi-
fication of homogeneous rainfall regions on the study area.

4.1 Regionalisation procedure

The regional analysis performed by Brath and Castellarin (2001) aims at providing reliable estimates
of rainfall depth for a given recurrence interval T and any storm duration t ranging from 1 hour to 24
hours, and for a daily storm duration. The analysis adopts an extension of the index flood approach to
the regionalisation of rainfall extremes. The extension of the approach relies on the subdivision of the
area of interest into homogeneous rainfall regions, within which the probability distribution of the
annual maximum rainfall depth for a storm duration ¢ is invariant save for a scale factor represented by
the index storm. The rainfall depth A7, with return period T and storm duration ¢ for a given location, is
then expressed as follows,

(5) Art=mA'r;

where m; is the scale factor of the examined site (the index storm), and R’r;is the dimensionless
growth factor, which has regional validity. A common choice for the index storm is the mean annual
maximum rainfall depth with storm duration £,

The estimation of R’ requires the selection of an appropriate statistical model to be used as the
parent frequency distribution, and the identification of a subdivision of the study area into homo-
geneous rainfall regions.

Concerning the selection of a suitable parent distribution, the regional frequency analyses developed
for the Northern-Central Italy within the Research Project VAPI (“VAlutazione delle Piene”; Flood
Estimation), activated by the NCR of Italy (see for instance Brath et al., 1998) have proven the Gene-
ralized Extreme Values (GEV; Jenkinson 1955) and the Two Components Extreme Value (TCEV;
Rossi et al., 1984) distributions to produce reliable representations of the observed frequency distri-
butions of annual rainfall extremes.

Regarding the identification of the homogeneous rainfall regions, the approach adopted consists of
delineating contiguous and non-overlapping geographical areas according to morphological and climatic
criteria, such as orography, valleys’ orientation, closeness to the sea shoreline. The approach is
hierarchically composed of two main steps (Gabriele, Arnell, 1991). The first step aims at identifying
homogenous rainfall regions in which the skewness and kurtosis coefficients, or analogously their L-
moment (Hosking, 1990) equivalents L-skewness and the L-kurtosis, can be assumed to have no spatial
variability. The second step focuses on the subdivision of the study area into homogeneous rainfall sub-
regions, within which also the coefficient of variation, or equivalently the L-CV, can be considered to be
constant. The homogeneity testing of the hypothesized rainfall regions and sub-regions is based upon
several statistical tests (see for example Brath et al. 1998), such as the Hosking and Wallis (1993)
heterogeneity measure, or the x° and Kolmogorof-Smirnov goodness-of-fit test among the observed
frequency distribution of the coefficients of variation and skewness, or equivalently of L-CV and L-
skewness, and the corresponding theoretical distributions obtained through Monte Carlo experiments.
Due to the high density of the Italian gauging network measuring daily rainfall, the procedure firstly
identifies the homogeneous rainfall regions with respect to a storm duration ¢t = 1 day. Afterward, the
validity of this subdivision, as well as the applicability of R'r a4, is tested for the cther storm durations
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of interest. In case the validity of the assumptions defined for t = 1 day does not hold for some
durations, the hierarchical approach is then performed again with respect to these storm durations.
The estimation of the scale factor m; is straightforward for gauged sites having a sufficiently long
observation record. In this case m; can be easily evaluated as the average of the annual maximum
rainfall depths with storm duration & In case that the considered site is ungauged, one possible solu-
tion is to define an empirical indirect relation through multiregression analysis expressing m; as a func-
tion of an appropriate set of geomorphoclimatic parameters. Due to the high spatial variability in the
values of the index storm (Brath et al., 1998), this approach leads to significant fragmentation of the
study area into small sub-regions, each one characterized by its own empirical relation. Because of
this fragmentation, a more viable solution is to derive the index storm for the t and the location of
interest from an isoline representation of m; over the whole study area.

4.2 Case study

The study area, depicted in Figure 3.1, extends over 37,200 km’. The boundaries are set by the Po
River to the North, the Adriatic Sea to the East and the Apennine divide to the Southwest. The North-
eastern portion of the study area is mainly flat, whereas the Southwestern and coastal part is predo-
minantly hilly and mountainous. The Adriatic portion presents an elementary morphology where the
main streams are primarily oriented perpendicularly to the shoreline and parallel to one another. The
valleys of the Northwestern region run perpendicularly to the Apennine divide and the main rivers flow
from the Southwest to the Northeast and are tributaries of the Po River.

The extreme Southwestern portion of the study area is very close to the Tyrrhenian shoreline and is
characterized by altitudes inferior to 1000 m a.s.l., therefore lower than the surrounding Apennine
relieves that have peaks around 1800-2000 meter a.s.l.. This natural window facilitates the sur-
mounting of the Apennine Divide for the atmospheric disturbances originated over the Tyrrhenian Sea.
Such disturbances can exert their meteorolegical influence upon a wide portion of the Southwestern
extremity of the study area, thus affecting significantly the local regime of extreme rainfall events.

The observed rainfall data consist of the annual rainfall extremes with duration t= 1, 3, 8, 12, 24 hours
and 1 day collected by the National Hydrographic Service of Italy (SIMN). Table 4-1 describes the
number of raingauges and the corresponding station-year of data for different values of the minimum
record length, whereas the location of the raingauges with more than 30 years of observation is depic-
ted on Figure 3-1.

4.3 Analysis’ results and indications inferable from seasonality indexes
4.3.1 Daily rainfall

The identification of rainfall regions was performed with respect to raingauges with more than 30 years
of observation of daily rainfall (Table 4-1), and it produced the zoning reported in Figure 3-1. The
results of the statistical tests mentioned in section 4.1 seem to indicate that the Regions A, D, E and
the merger of Regions B and C can be regarded as homogeneous at the first hierarchical level (i.e.,
constant skewness, or L-skewness within the region), and all 5 regions can be separately considered
to be homogeneous at the second hierarchical level (i.e., constant CV, or L-CV within the region).

The zoning presented in Figure 3-1 is only one of the several subdivision hypotheses that were tested
during the analysis, and its delineation originates from the following considerations about physical and
climatic patterns of the area. Regions A, B and C are predominantly hilly and mountainous regions,
and they are separated from Regions D and E by a boundary that is coincident with the 200 m a.s.|
isoline. Region A is an Apennine region, like Regions B and C, yet it was separated from Region B
because of the strong influence exerted on its rainfall regime by the Tyrrhenian disturbances over-
passing the Apennine divide. The lower altitudes that characterise Region A and its closeness to the
shoreline can justify this assumption. The separation between Regions B and C at the second hier-
archical level is likely to be a consequence of the effect of the Adriatic Sea on the extreme rainfall
regime of Region C. Region D is mainly a coastal area, whereas Region E is an inland and largely flat
area, whose annual rainfall regime is mainly conditioned by the disturbances coming from Northeast
(Brath, Castellarin, 2001).

In order to get a clearer perception of the real differences existing among the annual maximum daily
rainfall regimes of the five homogeneous rainfall regions, Figure 4-1a depicts the dimensionless regio-
nal growth factor, A7, as a function of the recurrence interval, the so-called dimensionless growth
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curve. The growth curves of Figure 4-1a were identified for the different rainfall regions by considering
the GEV distribution (Jenkinson, 1955) as a parent distribution (Brath, Castellarin, 2001).
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Figure 4-1: a) Dimensionless daily growth curves relative to the rainfall regions A, B, C, D and E;
b) sample frequency distributions of the AMS of dimensionless daily rainfall for Regions
NB and SB;

¢) dimensionless hourly growth curves relative to the macro-regions ADE and BC.

4.3.2 Seasonality of annual maximum daily rainfall

Figure 4-2a depicts the spatial variability of MDs, defined by Equations (3), over the study area. Each
vector on Figure 4-2a represents the MD computed with respect to the AMS of daily rainfall depths for a
given raingauge. The raingauges having a record length longer than 30 years were the only stations con-
sidered in the evaluation of the seasonality indexes. For any given vector of Figure 4-2a, the angle bet-

ween the vector and the East represents the mean date of occurrence 8 , whereas the vector mag-
nitude is proportional to the measure
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Regions B and E and Regions C and D. This borderline moves along the 200 m a.s.l. isoline and
separates the mountainous portion of the study area from the hilly and flat lands. The annual maximum
daily rainfall depths in these two zones have markedly different frequency distributions, as shown in
Figure 4-1a. 3) Figure 4-2a does not corroborate the location of the boundary between Regions A and B
that arises from morphological and climatic considerations, and separates two zones with an evidently
different regime of extreme daily precipitations as previously mentioned (Figure 4-1a).

Table 4-1:  Rainfall gauging network information for different values of the minimum record length.
min. rec. length: 15 min. rec. length: 30
raingauges station-year |raingauges station-year
Daily rainfall 619 25904 419 21616
Hourly rainfall | 209 7905 132 6283

So far, the seasonality indexes do not seem to be particularly useful in the identification of areas with
different regimes of rainfall extremes. In order to better investigate this point it was deemed useful to
perform further analyses that were suggested by the presence within Region B of an area with a
visible pattern in the seasonality indexes. Within a geographical belt located along the Southern bor-
der of Region B, close to the Apennine divide, the MDs of the AMS of daily rainfall present a rather
high regularity (i.e., high vectors’ magnitude) and the mean timings (i.e., vectors’ directions) concent-
rated around the beginning of December (Figure 4-2a).

The analysis considered and tested several different hypotheses for partitioning Region B into two dif-
ferent sub-regions with different seasonality regimes, yet the remainder of the paragraph refers only to
the hypothesis that resulted to be the most descriptive. This option splits Region B into a Southern
(i.e., grey area on Figure 4-2a) and a Northern sub-region, hereafter referred to as Regions SB and
NB respectively.

Figure 4-3 reports the MDs of Region B as points on a polar chart instead of vectors, highlighting
which point belongs to the Region NB (+) or Region SB (0). The seasonality regimes for the two sub-
regions are rather different. The clouds relative to each different sub-region are almost separated from
one another, and the positions of the clouds’ centroids, with markedly different timings (i.e., angle for-
med with the X axis) and regularities (i.e., distance from the polar chart origin), prove rather evidently
that Region SB is characterised by a stronger seasonality of annual maximum daily rainfall with
respect to Region NB.

Table 4-2 collects the number of raingauges, the station-
year of data and the Hosking and Wallis (1993) measures of
heterogeneity, H;, Hz and Hj, for the whole Region B and for =
the two sub-regions. It is useful to recall here that the mea- o
sure H; provides indications about the heterogeneity of a Al
group of sites by measuring the dispersion of the sample L- SHRLP o
moments around the regional L-moments values, and com- , Feoe
paring it to the variation that would be expected in a homo- S
geneous group because of sample variability. In particular,
H; refers to dispersion of the sample L-CV, H> to the joint
dispersion of L-CV and L-skewness and H; the joint dis-
persion of L-skewness and L-kurtosis. Hosking and Wallis
suggest that a group of sites may be regarded as “ac-
ceptably homogeneous” if H; < 1, “possibly heterogeneous” if
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Figure 4-3: MDs for the AMS of

1 < H;< 2, and “definitely heterogeneous” if H;= 2.

Table 4-2 shows that Region B and sub-region NB have
similar values of H, whereas Region SB, characterised by a
high homogeneity in the seasonality of daily rainfall annual

daily rainfall depths of
Region NB (+) and
Region SB (0); regional
MDs (e-Region NB, e-

maxima (see Figure 4-2a), exhibits a higher homogeneity Region SB).

degree in terms of Hy but a lower one in terms of both Ho

and Hs.

The lower value of H; obtained for Region SB might be a sign of the sub-region higher degree of
homogeneity in terms of L-CV with respect to the whole Region B, but it also might be a consequence
of the smaller size of the sub-region. Two bootstrap resampling experiments were designed and per-
formed in the analysis in order to shed some light on this problem. Each experiment allowed us to

randomly generate 1000 sub-regions of Region B with sample-size similar to Region SB, and to sub-
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sequently measure the synthetic sub-regions’ homogeneity degree by means of the Hosking and
Wallis test.

The first experiment, bootstrap#1, randomly collected 38 raingauges within region B 1000 times, 38
being the number of sites included in Region SB (Table 4-2). The second experiment, bootstrap#2,
randomly selected 1000 poocling groups from Region B with a variable number of raingauges and a
station-year of rainfall data ranging between 1920 and 1930, where 1925 is the Region SB station-
year of data (Table 4-2).

Table 4-2:  Number of raingauges, station-year of data and Hosking and Wallis (1993) heterogeneity
measures for Region B and sub-regions NB and SB.
Raingauges Station-year Hy H> Hs
Region B 112 5471 0.39 -0.83 -0.78
Region SB 38 1925 0.14 0.45 0.18
Region NB 74 3546 0.41 -0.15 -1.22

Table 4-3 reports the mean values of H; obtained from the two bootstrap resampling experiments.
These values seem to prove that randomly selecting pooling groups of raingauges within Region B
generates, on average, sub-regions that are more homogeneous (H> and Hs) or as homogeneous as
(H;) Region SB, which was delineated through the exam of the seasonality characteristics. For each
bootstrap experiment, the box-plots of Figure 4-4 present the distributions of the H,, H> and Hz values
relative to the 1000 synthetic regions and allow a comparison of these distributions with the H;, Hz and
Hs values characteristic of Region SB (°). Each box-plot reports the minimum and the maximum
values of H, along with the 25", 50" and 75" percentiles. One noticeable observation is that for both of
the bootstrap experiments a random choice of raingauges within Regicn B produces pooling groups
that have a higher homogeneity degree in terms of L-CV than Region SB in the 50% of the cases, and
even more often for the higher order L-moments (i.e., around 90% of the cases for H> and 80% of the
cases for Hs). Figure 4-1b shows the sample frequency distributions of the dimensionless annual

Table 4-3:  Number of raingauges, station-year of data and Hosking and Wallis (1993) heterogeneity
measures for two different bootstrap resampling experiments.
Raingauges Station-year H Ho Hs

Bootstrap#1 38 variable 0.21 -0.51 -0.45
Bootstrap#2 variable 1925+ 5 0.17 -0.46 -0.41
Bootstrap#1 Bootstrap#2
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Figure 4-4: Heterogeneity measures for the AMS of daily rainfall ocbserved within Region SB (), and
box-plot representations of the distributions of H; values obtained through bootstrap
experiments.

maximum daily rainfall depths observed within Regions NB (o) and SB (+), together with the dimen-
sionless growth curve of Region B. Figure 4-1b illustrates without ambiguity the limited differences
among the two sample frequency distributions, which become negligible for recurrence intervals lower
than 200 years.
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Quite surprisingly, the analysis seems to prove that seasonality indexes have a very little utility in the
identification of homogeneous rainfall regions, if they have any utility at all, with respect to the study
area and AMS of daily rainfall.

4.3.3 Hourly rainfall

The validity of the zoning identified for annual maximum daily rainfall and the applicability of R'r 1qay,
were tested for the hourly storm duration of interest (i.e., 1, 3, 6, 12 and 24 hours). The test resulis
indicate that the zoning hypothesis presented on Figure 3-1 and the growth curves depicted on Figure
4-1a still hold for storm durations higher than or equal to 12 hours (Brath, Castellarin, 2001).

On the contrary, the results of the statistical tests performed for the 1, 3 and 6 hr storm duration
indicated the need to re-identify the regional growth curves. Given the need to re-identify the regional
growth curves it was also deemed interesting to revise the subdivision into homogeneous rainfall
region for shorter storm durations.

Several studies suggest that the dimensionless frequency distribution of annual rainfall extremes for
short storm duration (i.e., t < 60 min) can be considered to be independent of geographical location
(Alila, 2000). Supported by these considerations, the homogeneity degree of several mergers of the
five rainfall regions depicted in Figure 3-1 was statistically tested for t = 1:6 hr. This phase of the
analysis produced two main results. First, the hypotheses of assuming the entire region of study to be
homogeneous at the first hierarchical level for t = 1 hour, and for t = 36 hours were found to be
acceptable according to all tests performed. Second, two macro-regions consisting of the mergers of
Regions A, D and E (Macro-region ADE) and Regions B and C (Macro-region BC) appeared to be
homogeneous for each one of the considered hourly storm durations (i.e., t= 1, 3and 6 hours). Figure
4-1c shows the dimensionless hourly growth curves identified for the macro-regions ADE and BC by
considering the GEV distribution.

4.3.4 Seasonality of annual maximum hourly rainfall

Figure 4-2b presents the MDs of AMS of rainfall depth with 1-hour storm duration for the Eastern
portion of the study area. Unfortunately during this study it was impossible to include in the database
the dates of occurrence of hourly rainfall AMS for the Western portion. Nevertheless, the comparison
between the Eastern portions of the study area on Figures 4-2a and 4-2b shows a remarkable
difference in the timing and regularity of the two phenomena. Figure 4-2b reveals a high degree of
homogeneity in the spatial variability of MDs. The vectors of Figure 4-2b have magnitude close to one,
which is the theoretical case for events with all identical dates of occurrence, and they show a timing
that ranges between the end of July and the beginning of August. This is consistent with the obser-
vation that in the study area the hourly rainfall extremes are almost invariantly summer showers gene-
rated by local convective cells.

The strong homogeneity of hourly rainfall MDs over the study area could be consistent with the
assumption of a lower variability of the dimensionless frequency distributions of annual rainfall
extremes for short storm durations. However, the conclusions of the analysis relative to daily rainfall
extremes presented in the previous paragraph advise to be careful in founding considerations regar-
ding the frequency regime of rainfall extremes upon the seasonality of the phenomenon.

5 CONCLUSIONS

This paper analyses the effectiveness of using simple seasonality indexes of hydrological extreme
events in a regional frequency analysis framework to identify homogeneous pooling groups of gauging
stations. The analysis was performed over a wide geographical area of Northern-Central Italy and con-
sidered both the regionalisation of flood flows and the regionalisation of rainstorms.

In particular, through a series of Monte Carlo experiments it was shown that the incorporation of
information regarding the seasonality of annual flood in the homogeneous region identification process
produces for the 36 unregulated catchments of the study area improved regional estimates of the
design flood. Furthermore, combining together the seasonalities of annual flood and annual maximum
rainfall depth seemed to have a positive effect on the identification of homogenous groups of
hydrometric stations.
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Subsequently the study focussed on the regional frequency analysis of rainstorms for the same study
area, aiming at establishing whether the seasonality indexes of annual maximum series of rainfall
depths may be effectively employed to identify homogeneous rainfall regions. The results of the ana-
lysis are quite surprising and seem to contrast with the findings relative to the regionalisation of flood
flows. Considering the daily rainfall extremes the analysis showed that the patterns visible for the spa-
tial variability of seasonality indexes do not appear be connected with the patterns in the regime of
annual maximum daily rainfall. The results of a series of bootstrap resampling experiments seem to
corroborate these considerations.

Due to an intrinsic high degree of homogeneity in the occurrence characteristics of the annual maxima of
hourly precipitation, it was impossible to detect any pattern at all in the spatial variability of seasonality
indexes when considering hourly storm duration. Therefore, the seasonality indexes offered very little
indications in the identification of homogeneous rainfall regions also for hourly storm durations.
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SUMMARY

The European Flood Forecasting System project (EFFS) aims at developing a prototype of an inte-
grated European flood forecasting system. This Pan-European early flood warning system is to pro-
vide National Water Authorities, Civil Protection Authorities and international aid-organisations with a
large lead-time to prepare for possible flood crises. The broad objectives of the still ongoing project
are to use operationally available short and medium-range weather forecasts available from National
Weather Authorities and the European Centre for Medium-Range Weather Forecasts (ECMWF) to
increase the lead time for reliable flood warnings from a maximum of 3 days at present to 4-10 days
and beyond in the future, to design a medium-range flood forecasting system for the whole of Europe,
and to produce flood forecasts in regions where at present no flood forecasts are made on the basis of
the newly developed system.

The two core elements of the EFFS are the state-of-the-art meteorological numerical weather pre-
dictions and the hydrological modelling system LISFLOOD. The constraints of the project are mostly
with data availability at a European scale, such as cross sections. Other constraints are the within-grid
variability and the downscaling problem of the weather forecasts.

First results of EFFS are very encouraging. Waterbalance simulations over a period of 10 years show
that on a daily timestep the model performs very well for those catchments that are mostly affected by
larger scale and synoptic rainfalls, while for those catchments that are often dominated by local rain-
falls, e.g. in the mountainous terrain of the Alps and the Pyrenees, the agreement is less good. From
the preliminary results obtained so far it appears that it is not with one single forecast that a flood
warning can be issued, but with the total of the different meteorological predictions using different
resolutions and initial conditions.

Keywords: Europe, Flood Forecasting, EFFS, LISFLOOD, medium-range forecasts, ensemble forecasts

1 INTRODUCTION

In the last decade Europe has experienced a number of unusually long-lasting rainfall events that pro-
duced severe floods, e.g. in Meuse and Rhine (1993, 1995), Oder (1997), several rivers in North Italy
(1994, 2000) and in the UK (e.g. 1998, 2000). The trend seems to be continuing in the new millennium
which started with severe and exceptional rainfalls: according to the WMO statement on the status of
the global climate in 2001 (WMQ, 2001), in England in Wales the 24-months period ending in March
2001 was the wettest in the 236-year time series of precipitation. October 2000 to March 2001 pre-
Cipitation was also exceptional in the Bretagne region in France, where the normal annual rainfall was
exceeded by 20 to 40% in parts of the region. In the East, a third consecutive year of severe flooding
occurred in Hungary and parts of Eastern Europe in March - the Tisza river reached its highest level in
more than 100 years, the previous record was set in 1888. The worst flooding in Poland since the
1997 floods occurred in July after two weeks of heavy rain caused flooding in the Vistula river. The
summary of events seems to support projections of future climate indicating that further increase in
severe floods in North and Northwest Europe are likely (e.g. IPCC, 1997). If the recent climate projec-
tions are correct, flood forecasting and flood prevention will become an import issue for the environ-
ment, civil protection, and also the economy in case of repeated damage through floods.

In Europe flood forecasting is done on national scale or regional scale and not on catchment scale. As
a consequence, for most trans-national countries the National Water Authorities depend on measured
discharge of the upstream country. This reduces the forecasting lead time to the travel time between
the upstream measurement locations and the downstream area of interest. Any longer forecast would
be unreliable, because integrated flood modelling that can also incorporate the hydrological processes
in the upstream country is not possible.

Typically flood forecasting lead-times are of the order of 2 to 3 days. In many cases, however, an in-
creased warning time could be beneficial to civil-protection Agencies and National Water Authorities,
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e.g. for staff allocation before and during a crisis or increased data collection and preparation time.
One way to increase the lead-time for flood forecasts is to use an integrated approach by simulating
floods on catchment scale. The hydrological model system LISFLOOD (De Roo et al, 2000a) has
been developed explicitly for the simulation of floods in large European drainage basins. It has been
tested and validated for the 1995 Meuse and the 1997 Oder floods (De Roo et al., 2000c). Within the
framework of the ongoing research project EFFS (European Flood Forecasting System) it is now
studied if its application to the whole of Europe is feasible. The main advantage of working with very
large integrated catchments is that it allows to make use of the comparatively coarse meteorological
forecasting data. In particular the medium-range weather forecasts from the European Centre for
Medium-Range Weather Forecasts (ECMWF) are still hardly used for practical flood forecasting be-
cause their spatial resolution of 40 km is too coarse compared with the size of an average European
catchments. However, in combination with a flood forecasting model on a European scale, they can
potentially increase the lead time for qualitative early flood warnings up to 10 days in advance.
Another new aspect of the EFFS project is the incorporation of so-called Ensemble Prediction System
(EPS) into the flood forecasts. EPS has been part of the operational ECMWF forecasts since 1992.
They are designed to simulate possible initial uncertainties by adding, to the unperturbed analysis,
small perturbations within the limits of uncertainty of the analysis (Molteni et al., 1996). From these, at
present 50 so-called ensembles are produced. One of the atmospheric situations in which uncertainty
is often greatest is potentially severe weather events (Legg and Mylne, 2001) such as heavy or pro-
longed precipitation events and storms. It is, however, exactly these events that may cause flooding
and that have to be considered.

In the following first the LISFLOOD model is described, followed by a description of the EFFS in Sec-
tion 3. Several results are shown and discussed in Section 4, and the paper is concluded in Section 5
with a summary of the presented results.

2 THE HYDROLOGICAL LISFLOOD MODELLING SYSTEM
2.1 Background

LISFLOOD is a model that has been developed explicitly for the simulation of floods in large European
drainage basins. Unlike most other hydrolegical models — such as MIKE-SHE (Abbott et al., 1986),
TOPMODEL (Beven & Kirkby, 1979) or HBV (Lindstrom et al., 1997) -, it is capable of simulating large
areas, while still maintaining a high resolution, proper flood routing methods and physical process
descriptions. Since the physical process descriptions are universal, no or little additional calibration is
needed if applied in a new catchment. LISFLOOD is also especially designed to simulate the effects of
change in a easy and realistic way: land-use changes, modifications of the river geometry, water res-
ervoirs, retention areas and effects of climate change. LISFLOOD is embedded in a GIS and is using
readily available European datasets, such as Corine Land Cover, the European Soils Database, and
the 1km resolution European Flow Network (De Roo et al., 2000b) and used as a basis for the pan-
European Catchment Information System (CIS).

2.2 Set-up and simulated processes

LISFLOOD simulates the hydrological processes at the surface, in the soil, and in the river channel

network on a regular horizontal grid (Figure 2-1), usually using a high resolution compared to the

catchment size: LISFLOOD can easily handle 100,000 grids or more. In the vertical a total of 4

different layers are considered. For each grid point a value is calculated at every time step.

The theory of the model is described in detail in publications from De Roo et al. (2000a), De Roo et al.

{2000c) and De Roo et al. (2001). In the following, only the basic processes are summarised

¢ At the surface, the predominant processes are the division of precipitation into rainfall and snow,
snowmelt, glacier flow, interception by vegetation and evapotranspiration. Seasonal variations of the
vegetation cover are also taken into account. The amount of effective precipitation is divided into
overland flow and infiltrated water.

¢ In the soil, LISFLOOD calculates the vertical transport of water in two soil layers. The flow rate
depends on soil parameters such as soil texture. The percolation to the groundwater and storage of
groundwater is also simulated. Also, lateral subsurface flow is simulated.

e The routing of overland flow water and river water can be calculated with a kinematic wave or a
dynamic wave, depending on data availability and channel bed gradient. LISFLOOD can also
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simulate special structures such as water reservoirs and retention areas by giving their location, size
and in- and outflow boundary conditions (maximum storage volume, minimum and maximum
outflow, reservoir management parameters).

Outlets

Reservoir

. - Top-soil layer
Retention area - Sub-soll layer

Upper groundwater zone

B Lower groundwater zone

Figure 2-1:  Schematic view of a catchment in LISFLOOD including two soil layers and two ground-
water zones.

2.3 INPUT AND OUTPUT DATA

Meteorological input data can either be given as point data (from weather stations) or as gridded data
(as from radar measurements or meteorological forecast models). Other input data are needed to define
the surface (topography, slope gradient) and the canopy (land-use, leaf area index, rooting depth), the
soil (soil texture, soil depth, Manning coefficient), and the channel network (dimensions of the channel
and the floodplain such as width and depth, bedslope, Manning). The rule holds that the better the
quality of the input data the better the model results. Inputs used are readily available European datasets
such as Corine Land Cover, a 1km resolution DEM, a 1km resolution European Flow Network (De Roo
et al., 2000b), the 1M and 250k scale European Soils Database (European Soils Bureau, 1998), the
HYPRES soil hydraulic properties database, and the JRC-MARS meteorological database.

The LISFLOOD output can be any variable calculated by the model. The format can be hydrographs
at user-defined locations in the catchment - usually those locations where also observations exist,
time-series of for example evapotranspiration, soil moisture content or snow depth, and maps such as
water source areas, discharge coefficient, total precipitation, total evapotranspiration, total groundwa-
ter recharge and soil moisture maps (Figure 2-2).

Inputs: Outputs:
ket

e

Figure 2-2: Examples of LISFLOOD input and output data.

LISFLOOD is programmed and embedded in the PCRaster GIS dynamic modelling language (Wes-
seling et al, 1996), which makes the model user-friendly and its results easy to export and to compare
with other data sources. Depending on the time step, LISFLOOD can operate as a waterbalance
model (daily time step, simulating time periods of the order of one to several years) and as a flood
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simulation model (hourly time step, simulating time periods of the order of days to weeks). The
waterbalance model can either stand alone or serve to provide the initial conditions for the flood
model. Coupled to the flood simulation model LISFLOOD can also be a flood plain inundation model,
which then calculates with a time step of the order of seconds how a floodplain may be inundated
during a flood (time period of the order of 1 hour to days) (Bates & De Roo, 2000).

2.4 Model validation

LISFLOOD has been extensively tested for several transnational catchments — amongst them the
Meuse and the Oder. Figure 2-3 illustrates with one example for the Ourthe sub-catchment of the
Meuse how well the model performs as a waterbalance model with a daily timestep when it is initiali-
sed with high-resolution measured rainfall data. For a catchment size of 1618 km® data of 38 raingau-
ges were available. For this case study the LISFLOOD model is set-up with a grid resolution of 300 m
and run with a daily time step. Obviously the model captures very well the dynamics of the time series,
and also represents the quantity of the discharge during the peak flow as well as the low flow. This is
particularly true for the major flood events of December 1993 and January 1995. It is possible that
some peaks that are not simulated by LISFLOOD, e.g. in January 94, result from local convective
storms that are not captured by the metecrological network.
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Figure 2-3: Comparison between measured discharge and simulation for the Ourthe sub-catchment
of the Meuse at Tabreux for the time period October 1992 - February 1995. Measured
discharge is shown as dots and LISFLOOD simulations as lines. (a) using high resolution
rainfall data, and (b) using data from the synoptic network only.

3  THE CONCEPT OF A EUROPEAN FLOOD FORECASTING SYSTEM
3.1 Objectives and broad aims

The objective of the European Flood Forecasting System (EFFS) project (2000-2003) is to produce
pre-warnings of possible flood events up to 10 days in advance for all medium to large size catch-
ments in Europe (>5000 km?). It is the first atternpt to combine state-of-the-art expertise in meteoro-
logy and hydrology on European scale. One of the aims of the project is to assess the feasibility of
such an approach and to determine to what extent the lead time for qualitatively and quantitatively
satisfactory flood predictions can be increased in the major catchments.
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3.2 Brief description of the set-up

The two core elements building the EFFS are the 10-day numerical weather forecasts from the Euro-
pean Centre of Medium-range Weather Forecasting (ECMWF) and the LISFLOOD model. The system
is being developed in close collaboration with leading European meteorological services (ECMWF,
DMI, DWD), water authorities (RIZA, SHMI, GRDC), and research institutes and organisations (Delft
Hydraulics, JRC, University of Bologna, Bristol University, Lancaster University). Other local models
can also be incorporated into the EFFS, for example results from the HBV model for the Rhine will be
made available within the EFFS, but only LISFLOOD simulates floods on European scale.

In addition to the predicted discharge, information on the uncertainty of the prediction is incorporated.
This uncertainty can arise from both the meteorological forecast and from the hydrological model. The
uncertainty regarding the meteorological model data is captured by simulating the flood risk with the
deterministic forecast (grid resolution 40 km), and the whole set or a selection of ensemble forecasts
(total set of 50 ensembles or selected cluster representatives, grid resolution 80 km, slightly varying input
conditions that are newly defined with every forecast day). The uncertainty from the hydrological model
and the combined forecasting system is assessed using the GLUE approach (Binley & Beven, 1991).

For the EFFS project three historic flood events have been selected, the January 1995 Meuse and Rhine
flood, the July 1997 Oder flood, and the October 2000 UK and Po flood. The meteorological services are
rerunning their models for these past events, producing so called hindcasts. The Danish and German
National Weather Authorities (DMI and DWD) are providing these hindcasts using their limited area
models (LAM) with lead times up to 3 days ahead with a 11 and 7 km grid resolution respectively for the
whole of Europe. The ECMWF hindcasts are provided on a 40 km grid for a forecasting period up to 10
days at intervals of 6, 12, and 24 hours depending on the forecasting lead time.

3.3 Problems with data availabitlity and quality

The system runs on 5 km for the whole of Europe and on 1km for two test catchments, the Meuse and
the Oder. These have been chosen because high resolution and good quality input data such as topo-
graphy, soil data, land use or channel parameters are available. This allows a detailed validation of the
EFFS results and an estimation of its performance. For the 5 km grid the preparation of the input data
is more problematic, first, because data such as channel dimensions are at this stage of the project
not available within the project for all rivers, and second, because discharge data to compare the
EFFS results with are also not made available for the project for all catchments or the whole time
span. Itis hoped that once the EFFS has shown positive results, that more data will be contributed for
the system by the individual countries. The lacking input data is approximated using empirical func-
tions derived from existing data. An example is channel width, which is calculated using the upstream
contributing area. As yet, the approximations are applied to all catchments, thus also for the Meuse
and the Oder catchment, and are not replaced with available higher quality data, allowing to test the
sensitivity of the model results to some of the input parameters.

Another issue that cannot be dealt with at this stage is the influence of regulating measures, such as
reservoirs or weirs. LISFLOOD can simulate both, but the necessary data — location, geometry, mana-
gement rules - are lacking. It can be expected that for heavily controlled rivers the simulations will be
overestimating the number of peaks because artificial lowering of the water levels are not considered.

4  MODEL RESULTS
4.1 The European Waterbalance

As mentioned in the description of the LISFLOOD model, the waterbalance simulations provide the in-
put conditions for the flood model. Ideally the waterbalance runs at least one year before the flood
event to provide initial conditons for the flood forecasting model. To do this within EFFS a coherent
meteorological data set including precipitation, temperature, humidity and wind data for the whole of
Europe over the period of 10 years, 1990 to 2000 is needed.

These data are extracted from the JRC-MARS meteorological data base, MARS being an acronym for
Monitoring Agriculture with Remote Sensing. This data base contains agriculturally relevant data inclu-
ding also meteorological variables such as temperatures, humidity, and rainfall since 1974. The data
base is constituted from the synoptic network. However, not all the stations are available in the data
base and the number of stations varies per country and with time. This has an obvious impact on the
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quality of the data. In particular in the years 1990 to 1995, the rainfall coverage in Scandinavia, Spain
and the eastern European countries is not complete or sparse, making the rainfall data in these areas
and for the years 1990-1995 unreliable. The JRC-MARS data base stores the individual station data
as well their interpolation onto a 50x50 km grid. For this study the pre-processed interpolated grids
have been used, except for Switzerland where higher resolution data are available.

Figures 4-1a/d show examples for water balance runs in the Meuse and the Rhine catchment for the
period March 94 to March 95, and for the Oder and the Inn for the period March 96 to October 97.
These periods include the floods in the Meuse and Rhine early 95, and the Oder flood in 97. The
results in Figure 4-1 have to be understood as preliminary results. They are performed with no or little
catchment specific calibrations, which will be undertaken in the near future. Nevertheless these first
results are very encouraging. This is particularly true for the Meuse (b). Although the results are not as
good as those in Figure 2-3 for the high-resolution case, the agreement between model and obser-
vations is very good. The discrepancy between the first 40 to 60 days is the time the model needs to
start up and to adapt to realistic values. For the Rhine (a) and the Oder (c) the simulations are less
accurate, however, the general agreement is good. The fact that the model does not predict the peak
discharge in the Oder correctly is a combination of two reasons: First, the kinematic wave is applied
throughout the simulation for the European runs, which is not able to resolve the flood wave correctly
in the relatively flat Oder and on a daily time step. Second, during this event a number of dyke breaks
occurred that have lowered the peak discharge. The result of the Inn is an example where the model
only reproduce the measurements in a qualitative but not quantitative way.
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Figure 4-1: Results from the European waterbalance simulations performed with daily time step and
on a 5 km grid using observed meterological data from the JRC-MARS data base as
input. The simulations (red, thin line) are compared with observations at (a) Cologne,
Rhine catchment (1.4.94-1.4.95), (b) Borgharen, Meuse catchment (1.4.94-1.4.95), (c)
Eisenhuettenstadt, Oder catchment (1.3.96-1.10.97), and (d) Innsbruck, Inn catchment
(1.3.96-1.10.97).
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Over the 10 years there is a trend (not shown) that (i) the further to the East the less agreement is ob-
served between the simulations and the measured discharge, and (ii) overall the simulations become
much better from 1995 onwards. Both are a direct effect of the quality of the rainfall as described
earlier. The better quality from 1995 onwards is also a direct result of the higher number of stations in-
corporated into the data base. It is to be reminded at this point that the channel geometry input into the
model are not measured data but estimations based on variables such as upstream area. Sensitivity
tests on these parameters are yet to be performed in detail.

4.2 PRELIMINARY EFFS-LISFLOOD RESULTS
4.2.1 On a 5 km grid

For the hourly flood forecast with the waterbalance data are output a few days before the onset of the
flood. Figure 4-2a visualises the spatial distribution of the discharge including overland flow for the
whole of Europe, including a zoom for the Meuse/Rhine area as calculated from the waterbalance
model. This output represents the initial conditions for the floods model on Jan 21, 1995. The spatial
representation is very helpful to identify flood hotspots. These discharge maps can also be animated
to give temporal information on flood development. In the following the discussion focuses on the
Rhine/Meuse flood towards the end of January 1995.

115 20 43 57 71 85 99 13127141195 169 183 107 211 225 79 553 267 201 285 300 321 377
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Figure 4-2: (a) Spatial distribution of surface flow per grid in m®/s on Jan 22, 1995 as simulated with

the LISFLOOD waterbalance model, including a zoom of the Meuse/Rhine area. Over-
land flow is visible by the lighter colours.
(b) Combined 10-day ECMWF-LISFLOOD flood forecast for Borgharen, Meuse, for Jan.
22, 1995 (solid line) and measurements (triangles). At the top axes also the measured
rainfall per catchment is shown (thick) as well as the forecasted rainfall per catchment
(thin). The curves show hourly data.

Figure 4-2b shows the discharge forecast using the combined ECMWF-LISFLOOD system on a 5 km
grid. In this case the EFFS forecast delivers a satisfactory forecast for Borgharen: the peak discharge
is predicted within 7-8 days from begin of the simulation of the order of 2500 m?s. Bearing in mind that
EFFS aims only at a pre-warning, this is a very good result. Looking into detail, there are two basic
observations. First, the simulated discharge does not contain the first secondary peak at around 80 h.
This is at least partly explained by the lack of simulated rainfall within the ECMWF forecast. It is also
possible that the initial conditions provided by the waterbalance model were not accurate enough.
Second, the discharge tails off too quickly after the peak, which can again be explained by the fact that
the ECMWF data predicts only 5.2 mm from 154 hours to 240 hours, while in fact a total of 31.5 mm
were measured.

Figure 4-3 illustrates the performance of the EFFS over several days, starting at Jan 21 to Jan 24 for
the Meuse catchment (Borgharen) and the Rhine (Rees), and using ECMWF forecasts only. It is sur-
prising how the results can differ from one day to the other. However, although quantitatively quite dif-
ferent, all curves predict an oncoming flood within a time period beyond the 3 days that normally Na-
tional Water Authorities would provide.
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4.2.2 On a 1 km grid, with uncertainty

The final aim of the EFFS system is flood forecasting at 1 km grid-scale for entire Europe. Since with
present resources only a 5km European system is feasible, we are comparing the 1 and 5 km results
to examine the effect of grid-resolution for selected catchments (Meuse, Oder, Po). The same forecast
data are used, but obviously other spatial input data are at higher resolution. Figure 4-4 shows the re-
sult of the 1km flood forecast in the Meuse catchment. Included are simulations using observed preci-
pitation (150 stations), the deterministic ECMWF forecast at 40 km grid size, and 4 perturbed ensem-
ble forecasts at 80 km grid size. From the entire set of 32 perturbed ensembles, the ones with maxi-
mum and minimum total precipitation after 240 hours and 120 hours have been selected. The idea is
that these 4 should produce the extremes in discharge forecasts. One aim of the EFFS project is to
define the optimum use of ensembles in hydrological modelling without having to simulate them all.
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Figure 4-3: Discharge forecast using the combined ECMWF-LISFLOOD system on a 5 km grid for
the Meuse (left) and the Rhine (right). Observations of discharge are shown as triangles.
The EFFS simulations for Jan. 21(thin), Jan 22 (thick), Jan 23 (dots) and Jan 24 (triang-
les) are shown in solid lines. They can be identified by the order of starting points.
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Figure 4-4: Discharge (left) and cumulative precipitation (right) forecast using the combined ECMWF-
LISFLOOD system on a 1 km grid for the Meuse at Borgharen. Observed discharge is
indicated with dots. The simulated discharge using observed precipitation is indicated
with a thicker solid line. Observed cumulative precipitation is shown, together with the de-
terministic forecast and the 4 perturbed ensembles.

From figure 4-4 it is clear that until 7 days the deterministic forecast is closest to the observed pre-
cipitation, and as a consequence the discharge forecast until 7 days is good, which is 4-5 days beyond
the current lead-time. At least one ensemble - the maximum 10 day precipitation perturbed ensemble -
predicts the observed peak discharge almost correctly at day 10, although during the first days this
ensemble is too low.
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5 SUMMARY AND CONCLUSIONS

The EFFS (European Flood Forecasting System) project aims at developing a Pan-European early
flood warning system to provide National Water Authorities and international aid-organisations with a
large lead-times to prepare for a possible flood crisis. This will be achieved by using operationally
available short-range (1 to 3 days) and medium-range (4 to 10 days) weather forecasts available from
the National Weather Authorities and the European Centre for Medium-Range Weather Forecasts
(ECMWF) respectively. It is hoped with this approach to increase the lead time for reliable flood
warnings from a maximum of 3 days at present to 4-10 days and beyond in the future, to design a
medium-range flood forecasting system for the whole of Europe, and to produce flood forecasts in
regions where at present no flood forecasts are made on the basis of the newly developed system.
The EFFS project is still ongoing and only preliminary results can be shown. The first incoming results
are positive and encouraging. For many catchments the EFFS would have correctly acted as a pre-
warning system beyond the usual 3 days of flood forecast available to the National Water Authorities
succeeded to give a pre-warning. First results using perturbed ensemble forecasts show the potential
benefit of them in flood forecasting and giving a measure of uncertainty.

ACKNOWLEDGEMENTS

We thank all EFFS participants for the fruitful discussions on the work and for data support, for this
paper especially Tony Hollingsworth of ECMWF, Jaap Kwadijk of Delft Hydraulics and Etic Sprokke-
reef of RIZA. GRDC Koblenz and the Dutch and German Water Authorities are acknowledged for the
observed discharge data. We further would like to acknowledge the help of the IES staff, in particular
G. Liberta, S. Peedell, A. de Jaeger and J.M. Terres. Parts of this research benefit from two European
Commission funded projects: EFFS (EVG1-CT-1999-00011 EFFS) and DAUFIN (EVK1-CT1999-
00022), coordinated by Wageningen University.

REFERENCES

Abbott, M.B. et al. (1986), An introduction to the European Hydrological System. Journal of Hydrology,
Vol. 87, 45-59.

Bates, P., De Roo, A.P.J. (2000), A Simple Raster-Based Model For Flood Inundation Simulation.
Journal of Hydrology, Vol.2386, 54-77.

Beven, K., Kirkby, M. (1979), A physically-based, variable contributing area model of basin hydrology.
Hydrological Sciences Bulletin, Vol. 24, 43-69.

Binley, A.M., Beven, K. (1991), Physically-based modelling of catchment hydrology: a likelihood ap-
proach to reducing predictive uncertainty. In: Farmer & Rycroft, Computer modelling in the environ-
mental sciences, Clarendon Press.

De Roo, A.P.J. et al. (2000a), Physically-based river basin modelling within a GIS: The LISFLOOD
model. Hydrological Processes, Vol.14, 1981-1992,

De Roo, A. et al. (2000b), European Flow Network at a 1 km grid. Internal Document. Joint Research
Centre, Ispra, ltaly.

De Roo. A. et al. (2000c) Using The Lisflood Model To Simulate Floods In The Oder And The Meuse
Catchment. Proceedings of the European Conference on Advances in Flood Research, PIK-report
No.65, Potsdam, 518-532.

De Roo, A. et al. (2001), Assessing The Effects Of Land Use Changes On Floods In The Meuse And
Oder Catchment . Physics and Chemistry of the Earth, Part B, Vol. 26, No. 7/8, 593-599.

European Soils Bureau (1998), Georeferenced Soil Database for Europe. Manual of Procedures.
Version 1.0 Joint Research Centre, European Commission. EUR 18092 EN

449



International Conference on Flocd Estimation
March 6-8, 2002 / Berne, Switzerland

Legg, T.P. et al. (2001) The use of medium-range ensembles at the Met. Office. . PREVIN - a system
for the production of probabilistic forecast information from the ECMWF EPS. Submitted to
Meteorological Applications.

Lindstrom, G. et al. (1997), Development and test of the distributed HBV-96 model. Journal of Hydro-
logy, Val. 201, 272-288.

Molteni, F. et al. (1996) The new ECMWF ensemble prediction system: metodology and validation.
Q.J.R. Meteorol. Soc., 122, 73-119;

Wesseling, C.G. et al. (1996) Integrating dynamic environmental models in GIS: The development of a
Dynamic Modelling Language. Transactions in GIS,1-1, 40-48.

450



Topic 4
Modelling and Regionalisation of Floods

FAITOU: A PHYSICALLY BASED AND SPATIALLY DISTRIBUTED NUMERICAL MODEL
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SUMMARY

The appropriate estimation of the discharge of extreme floods, with a return period higher than 1000
years, is a key issue for the safety assessment of dams and hydraulic structures. In the past, extreme
floods were often estimated by the application of empirical formulae relating the specific discharge
with the catchment area and some other descriptive parameters. More recently statistical approaches
were used abundantly for the adjustment of observed peak discharges to various distribution laws.
However, with such flood statistics, the problem of extrapolation to extreme values occurs because the
confidence interval strongly increases with the return period. Another group of methods are the
comprehensive hydrological models, like the unit hydrograph, which connects a flood event with the
rainfall. The weakness of all these models is often the lack of the physical significance of the para-
meters. Furthermore, the adjusted values are normally maintained when extrapolating.

The latest generation of hydrological models are physic based and spatially distributed. With these
models, the equations of the physical phenomena are fully implemented and a solution at any point of
the catchment area is obtained. The kinematic wave approximation is generally used to compute the
rainfall-discharge transfer, by modelling the topography by surface planes. In addition to infiltration, the
only parameter concerning the runoff is the surface roughness coefficient. The early models using this
concept simplified the catchment area by one or two surface planes only connected to the river.
Sometimes the catchment area is modelled by a geomorphologic description. Normally the friction
losses of the flow on the surface planes are estimated according to Manning-Strickler. The experience
shows that the calibration of this type of model results in very low Strickler coefficients between 0.2
and 2 m"%s, which are clearly beyond the range of application of this formula.

The present contribution emphasizes the drift of these models and proposes an alternative concept for
a physically more appropriate modelling of flood events in catchment areas. A numerical model named
‘Faitou" is presented, which was developed to simulate the formation and routing of floods in steep
river basins. Based on a new head loss equation particularly adapted to surface runoff, “Faitou” solves
the 2D kinematic wave equation over the catchment topography with the finite volume method. Fur-
thermore, the computation of surface flow is coupled with a hydrodynamic modelling of the river net-
work. The definition of the watershed limits, the mesh of finite volumes and the river network are auto-
matically generated from a digital topographic model. Examples of application on an alpine watershed
demonstrate the potential and qualities of the numerical model.

Keywords: extreme floods, dam safety, surface run-off in catchment areas, numerical modelling, finite
volume method, kinematic wave

1 INTRODUCTION

The problem residing in the quantification of a design discharge has, for a long time, retained the
attention of hydraulic engineers, very aware of the importance of this point at the origin of all security
concepts with regard to floods. The first tool the design engineer had at disposition consisted of
empirical formulae relating the design discharge to the surface of the watershed and to the length
developed of its hydrographical network. Unfortunately, the extreme discharge calculated with the help
of a certain number of these empirical formulae for an identical scheme can vary with a ratio of 1 to 3
(Boillat, Schleiss, 2002).

The hydrological model which has been used most often is without doubt the adjustment and extra-
polation statistics of a series of measured discharges. With this method, the reliability problem of the
extrapolation still remains. In fact, when a series of discharge measurements over 5, 20 or 50 years is
extrapolated to 1000 years or more, the discharge reliability interval calculated results in disconcerting
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values. It has been demonstrated that on the basis of a 50 year long series, the ratio between maxi-
mum and minimum values of the reliahility interval at 80% of Q1000 can be superior to 2.

The third approach used to determine the design flood is the one proposed by the global hydrological
models. An important stage has been made with such models., It is possible to obtain a complete
flood from a unique rainfall event. In other words, the discharge evolution is determined over a period
of time and not only a peak discharge. Some hydrological models have known and still know a great
success, as in particular the unitary hygrogram method. The principal default of these models resides
in the signification of their parameters. Furthermore, the constancy of these parameters is always sub-
ject to question during the usage in extrapolation of this type of model.

The latest generation of hydrological models are models which are physically based and spatially dis-
tributed. A model is said to be "physically based" when it describes the physics of phenomena with the
help of differential equations. And it is "spatially distributed" when the solution is known in all points in
space, contrary to the global model which provides a result only at the output. The most common ap-
plied model in hydrology is the kinematic wave over a surface plane. This simplified solution of the St.-
Venant equation is used to compute the rainfall-discharge transfer when modelling the topography by
a number of surface planes. Concerning the runoff, the only adjustment parameter of the model is the
roughness coefficient which obviously has a physical meaning.

The first models solving the kinematic wave equation over surface planes considered only one or two
planes joining-up on a river (Hager, 1984) or using a geomorphologic description to build a model of
the watershed (Bérod, 1995). These types of models used the Manning-Strickler equation for the head
loss computation. The experience obtained with these models shows that the calibration process
according to historical data leads to strange values of the Strickler coefficient beyond physical limits,
usually comprised between 0.2 et 2 m"%s. The present paper attempts to explain the drift of such
models and proposes a new approach towards physically based flow modelling in catchment areas.

2 MODELING CONCEPTS

The topographic modelling of a watershed using only a smaller number of surface planes, is a gross
simplification for the surface runoff. This scale effect has to be entirely compensated by the roughness
coefficient, the only remaining parameter of the hydraulic model. This partially explains the forced drift
of the roughness coefficient when applying kinematic wave models over surface planes in order to re-
produce observed floods satisfyingly.

Nowadays, detailed topographic data are often available and easily accessible when using digital
elevation models (DEM). DEM give a very detailed description of the surface geometry and allow in
consequence a more accurate runoff modelling. This new technology has to be used whenever pos-
sible in order to reduce the drift of the roughness coefficient mentioned above.

/

River outflows.

The border of the lake is the
outflow of the watershed

Rivers

Contour of the watershed \/

2D flow going throigh the outflow |

Figure 2-1:  Scheme of the different flowing types considered by the model Faitou.
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It is therefore necessary to develop hydrological numerical codes which are able to take into account
the detailed topographic information with the aim of replacing the global models. The program "Faitou"
(Dubois, Pirotton, 2002) which was developed in the frame of a research program on the topic of ex-
treme floods, gives an answer to this target by considering the general flow conditions described in
Figure 2-1.

First of all, this hydrodynamic model solves the two-dimensional (2D) equations of the kinematic wave
over the topography as described by the digital elevation model, down slope to the border corre-
sponding to a river or a reservoir. Then, a hydrodynamic 1D model computes the flood routing in the
river network down to the output. In this way, Faitou carries out the coupled modelling between the
surface runoff, commonly called hydrological flow, and the river hydraulic flow.

3 HYDRAULIC BEHAVIOR OF OVERLAND FLOW

The very detailed description of the flowing features when using a DEM undoubtedly constitutes a
progress in comparison with the previous models based only on one or more surface planes. How-
ever, it is to be questioned whether the Manning-Strickler equation, commonly used for the head loss
computation, is really adapted in the perspective of a higher level of precision. This equation doesn't
take into account the Reynolds number value. In comparison with pressure flows, the Mannig-Strickler
equation is applicable only in the case of rough turbulent flow conditions. However, small flow depths
and velocities, characteristic of runoff processes, correspond mainly to laminar or weakly turbulent
flows. Furthermore, the surface asperities are 100 to 1000 times smaller than the water depth of river
flows, whereas they are in the same order of magnitude for surface flows. All these considerations
lead to question the validity of the Mannig-Strickler law for its application in hydrological modelling.

A fundamental research was undertaken at the Laboratory of Hydraulic Structures of the Swiss
Federal Institute of Technology in Lausanne in order to get a better insight on the hydraulic behaviour
of low depth flows over macro roughness (Dubois, 1998). Two experimental set-ups were built for this
purpose.

The first was used to study the relationship between the water depth and the velocity over a plate co-
vered with a variable number of marbles, for uniform and steady flow conditions. The results obtained
through 273 experimental series allowed to develop a new formula linking the water depth and the
flow velocity applicable to this particular type of flow conditions.

The model of Dubois has the advantage that it covers the flow behaviour with a steady relationship
from laminar to the turbulent conditions. The surface roughness is defined by an equivalent roughness
produced by balls of a certain diameter D placed with a certain density p on the surface, similar to the
common approach of equivalent sand roughness according Nikuradse.

Geometrical definitions

hb... =\,
(1) p= ﬁcﬁ—a” density of balls (m)
2) Prmax = 0.9069 maximum density (m)
() cos(%) =1-2.h7 height of water (rad)
D : . .
(4) (h<D) N=1-4p/Pra B l6 —sin(e)] section porosity
(5) Q=14+./p/Pra % wet perimeter of balls (m)

=g

6 (h2D) n=1- p/pmax-%

section porosity
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where Vigar: volume of 1 ball (ma); St : energy slope; S.: geometric slope; h @ height of water (m); f:
friction coefficient; v: kinematic viscosity (m“/s); V, Vi velocity (m/s); D: diameter of 1 ball (m); Ah:
height parameter (m); g: earth acceleration (m/32).

The obtained formula was then tested for non uniform and unsteady flow conditions provided by a
second installation placed under a rain simulator.

The new developed head loss relation is presented graphically in Figure 3-1. It covers laminar and tur-
bulent flows and the transition domain in-between. It fits with the classical laws for free surface flows
when the water depth becomes higher than the roughness elements as well as with the analytical
solution for laminar flows over a surface plane when the water depth and the velocity are very low.
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Figure 3-1: Comparison of the new head loss equation with the experimental results.

This experimental research revealed interesting behaviours of free overland flows. For example it
could be observed that the velocity is independent of the water depth for an asperity size between one
tenth and one times the water depth. Such a behaviour is comparable with the flows in porous media,
which depend only on the hydraulic gradient. When the flow covers the asperities of the surface
roughness, the velocity increases abruptly in function of the water depth, so as to make up with the

lost time.
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4 Example of application

The catchment area of the Mattmark reservoir located in the South-eastern part of Switzerland has
been selected to carry out a detailed validity test of the model Faitou (Sander & Haefliger 2001). The
data of the very well documented extreme flood which occurred in this region between 23" and 25"
September 1993, was used. This exceptional flood event produced the first spillway overtopping of
Mattmark dam since it's commissioning in 1960. The watershed of the reservoir has a surface of
37 km?, at altitudes comprised between 2200 et 3900 m s.l., with a 21% mean slope. It is mainly
covered with moraines and rocks as well as glaciers on 22% of the surface. Figure 4-1 shows a zeni-
thal view of Mattmark region as a shadow map produced by Faitou.
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Figure 4-1: General view of Mattmark dam area. The dam is located in the centre, the reservoir ex-
tends towards the South.

The first step of simulation consists in establishing the finite volumes mesh of the watershed and in the
definition of the river network. A DEM with a spatial resolution of 50 m was used for the generation of
the computation model. The result of this automatic process is presented in Figure 4-2.

At this resolution level, the surface model as for the example of Mattmark contains 28'229 finite volumes
and 46'472 borders. The river network model is made up of 4723 cross sections and 385 bifurcations.
The rainfall and discharge data of the flood event of September 1993 have been analysed in detail. As
no measuring station exists on the watershed, the flood hydrograph was obtained from the reservoir
water level records and the operating data of the power plant. Dependin% on the computation method,
the peak discharge of the flood was estimated between 134 et 152 m"/s. The reconstituted hydro-
graphs are presented on Figure 4-3 and compared with the simulated one by Faitou.

Taking into account the uncertainties related to the reconstruction of the hydrograph as well as to the
rainfall definition, it can be seen that the simulated flood and the observed event are in good agree-
ment. This result could be obtained without any excessive calibration effort, meaning without optimisa-
tion of the main parameters as roughness coefficients of surface planes and rivers. This low sensitivity
of the model regarding to the parameters underlines its quality and robustness. This behaviour is very
important when the model is used for the simulation of extreme floods beyond measured events.
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Figure 4-2. Computation model generated on the basis of the DEM 50 (50 x 50 m grid). Finite volu-
mes are tinted in function of the x-component (East-West) of their orientation. The river
network appears in white lines.
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Figure 4-3: Comparison between the reconstructed hydrograph from the 1993 event in Mattmark's
reservoir and the Faitou simulation.
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5 CONCLUSIONS

To get reliable flood estimations, the richness of spatial reference information available today must be
used and integrated in hydrological analysis. Nevertheless, only spatially distributed models are able
to manage such information. Furthermore, they propose a result not only at the location of a chosen
catchment outlet, but also at any other point of the watershed. Anthropogenic modification such as a
growing urbanization, can be easily considered with the physically based parameters of the model in
the concerned region allowing to estimate its effect at the scale of the catchment area.

Faitou does not only include all the typical functionalities of spatially distributed models, but it also con-
siders an improved flow law of thin layer overland flow over macro roughness. This law, verified on the
basis of tests performed under a rainfall simulator, takes into account the wide range going from lami-
nar to turbulent fluvial flows. Faitou has proved to be a very reliable tool for alpine catchment areas for
the extrapolation of observed flood events to extreme flood events as they are considered in the de-
sign of spillways of large dams.

ACKNOWLEDGEMENTS

The research study was financed by the Swiss Federal Office for Water and Geology and the Swiss
Committee on Dams.

REFERENCES

Bérod, D. (1995): Contribution a I'estimation des crues rares a l'aide de méthodes déterministes.
Apport de la description géomorphologique pour la simulation des processus d’écoulement., Thése N°
1319, Département de Génie Rural, Ecole Polytechnique Fédérale, Lausanne.

Boillat, J-L., Schleiss, A., (2002): Détermination de la crue extréme pour les retenues alpines par une
approche PMP-PMF. Submitted for publication in Wasser-Energie-Luft, Baden.

Dubois, J. (1998): Comportement hydraulique et modélisation des écoulements de surface. These
1890, Ecole Polytechnique Fédérale, Lausanne et Communication N° 8 du Laboratoire de
constructions hydrauliques (LCH), Lausanne.

Dubois, J., Pirotton, M., (2002): Le modéle Faitou, Communication N° 10 du Laboratoire de con-
structions hydrauliques (LCH),Ecole Polytechnique Fédérale Lausanne.

Hager, W. H., (1984): A Simplified Hydrological Rainfall-Runoff Model. Journal of Hydrology, 75, 151-170.

Sander, B., Haefliger, P., (2001): Hochwasserschutz durch das Speicherkraftwerk Mattmark, Wasser-
Energie-Luft, Heft 7/8, 169-174, Baden.

457



International Conference on Flood Estimation
March 6-8, 2002 / Berne, Switzerland

458



Topic 4
Modelling and Regionalisation of Floods
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SUMMARY

The determination of design discharges from statistical analyses of peak discharges faces various
problems. Here an alternative approach is investigated that makes use of precipitation as the source
of discharge generation. A stochastic rainfall generator based on nearest neighbour resampling has
been developed to produce the daily meteorological input of a hydrological/hydraulic modelling sys-
tem. In two 1000-year simulations much larger multi-day precipitation amounts are found than in the
historical record. With the exception of a slight underestimation of annual maximum peak flows, the
HBV precipitation-runoff model satisfactorily reproduces the discharges of the main tributaries of the
river Rhine. The methodology is tested further for the Moselle basin using one of the 1000-year pre-
cipitation simulations. The largest simulated flood event based on generated precipitation is 20%
larger than the 1993 flood event.

Keywords: Flood estimation, rainfall generator, HBV, precipitation-runoff modelling, Rhine basin

1 INTRODUCTION

In the Netherlands, the design discharge for the river Rhine (and the other large rivers) is exceeded on
average once every 1250 years (Parmet et al., 1999). Statistical approaches for estimating the design
discharge have a number of weaknesses. First, the representativeness of the relatively short dis-
charge record of about 100 years can be questioned. For a number of fitted extreme-value distri-
butions it turned out that the 90% confidence interval is about 2500 m3/s around the estimated 1250-
year event. Second, the discharge record is potentially non-homogeneous because of changes in the
drainage basin, the river geometry and climate since 1901. A third point of uncertainty concerns the
choice of frequency distributions. Furthermore, statistical methods provide no information about the
volume and duration of the considered flood event.

Therefore, a new methodology is being developed to provide a better physical basis for the design
discharge (Parmet et al., 1999). The development is co-ordinated by RIZA and is carried out so far in
co-operation with KNMI and BfG. The first component of this new methodology is a stochastic
multivariate weather generator, which generates long simultaneous records of daily rainfall and tem-
perature over the basin. The second component consists of precipitation-runoff models for the major
Rhine tributaries. The final component is a one-dimensional hydrodynamic model that routes the
runoff from the hydrological models. In this way, the generated rainfall is transformed into a homoge-
neous discharge series thereby tackling the problem of the short, non-homogeneous historical dis-
charge record. The coupling with the hydrodynamic model in order to simulate discharge of the whole
river Rhine basin has not yet been realised.

An additional advantage is that the new methodology may give a better insight into the shape and
duration of the design flood, because meteorological conditions and catchment responses are expli-
citly taken into account. Furthermore, it can potentially assess the effects of future developments like
climate change and upstream interventions such as retention-basins and dike-relocations. The latter
are incorporated in the hydrodynamic model (Lammersen et al., 2002).

In section 2 the rainfall generator for the complete Rhine basin is presented. Section 3 describes the
HBV modeliing for the major tributaries downstream of Basel and in section 4 both models are com-
bined for the Moselle basin. The conclusions are given in section 5.
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2 STOCHASTIC RAINFALL GENERATOR

Daily rainfall and temperature are simultaneously simulated at 36 stations in the Rhine basin using nearest-
neighbour resampling. A major advantage of a non-parametric resampling technique is that it preserves
both the spatial association of daily rainfall over the drainage basin and the dependence between daily
rainfall and temperature without making assumptions about the underlying joint distributions.

2.1 Nearest-neighbour resampling

In the nearest-neighbour method weather variables like precipitation and temperature are sampled
simultaneously with replacement from the historical data. To incorporate autocorrelation, one first
searches the days in the historical record that have characteristics similar to those of the previously
simulated day. One of these nearest neighbours is randomly selected and the observed values for the
day subsequent to that nearest neighbour are adopted as the simulated values for the next day & A
feature vector Dy is used to find the nearest neighbours in the historical record. Dy is formed out of the
standardised weather variables generated for day 1. The nearest neighbours of D; are selected in
terms of a weighted Euclidean distance. In this study a decreasing kernel is used to select randomly
one of five nearest neighbours.

For each day the simulated values (i.e. the observed data of the selected day) may also include the
observed data of the selected day from stations that are not used in the feature vector or include the
area-average precipitation data from subcatchments of the selected day. The simulation of such addi-
tional data is designated as passive simulation. More details about nearest-neighbour resampling can be
found in Rajagopalan and Lall (1999), Wéjcik et al. (2000) and Buishand and Brandsma (2001).

2.2 Data

Daily temperature and precipitation data for the 35-year period 1961-1995 were made available for 36
stations in the Rhine basin: 25 in Germany, 1 in Luxembourg, 4 in France and 6 in Switzerland. Be-
cause precipitation P and temperature T depend on the atmospheric flow, three daily circulation indi-
ces are also considered: (i) relative vorticity Z, (i) strength of the westerly flow W and (jii) strength of
the southerly flow S. These circulation indices were computed from daily mean sea-level pressure
data on a regular 5° latitude and 10° longitude grid.

Before resampling the data were deseasonalised through standardisation. The effect of seasonal varia-
tion is reduced further by restricting the search for nearest neighbours to days within a moving window,
centred on the calendar day of interest. The width of this window was 61 days. To keep the dimension of
the feature vector low, a small number of summary statistics was calculated from the observed data at
34 of the 36 stations (two Swiss mountain stations were excluded). Both for P and T the arithmetic mean
of the standardised daily values was used. In addition, the fraction F of stations with £ =2 0.1 mm was
considered. F helps to distinguish between large-scale and convective precipitation.

2.3 Performance of the rainfall generator

The performance of the rainfall generator was mainly studied for the winter half-year (October-March)
because most extreme river discharges in the lower part of the Rhine basin occur during that season.
Twenty-eight runs of 35 years were generated to investigate the reproduction of standard deviations
and autocorrelation coefficients. Both the standard deviations of the daily values and the monthly
values (totals for precipitation and averages for temperature) were considered. Table 2-1 presents the
differences between the standard deviations and the autocorrelation coefficients of the simulated and
historical data for a model with a 3-dimensional feature vector and for a model with a 6-dimensional
feature vector.

For the model that incorporates only the large-scale features of the P and T fields (model UE) the pre-
cipitation and temperature statistics are well reproduced. A slight, though statistically significant, bias
is present in the lag 1 autocorrelation coefficients. Incorporation of the circulation indices into the fea-
ture vector (model UEc) generally worsens the reproduction of daily temperature statistics. For precipi-
tation both models give similar results.
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Table 2-1:  Percentage differences between the mean standard deviations of monthly and daily
values, s, and s, respectively, and absolute differences between the mean lag 1 and 2
autocorrelation coefficients 7 (1) and 7 (2) in the simulated time series (twenty-eight runs
of 35 years) and the historical records (1961-1995) in winter (October-March), averaged
over 34 stations. Bottom lines: average historical estimates (standard deviations in mm
for precipitation and in °C for temperature). Values in bold refer to differences more than
twice the standard error (se) from the historical estimate. The elements 7 and 7 in the
feature vector Dy refer to the average standardised precipitation and temperature of 34
stations, F refers to the fraction of stations with precipitation and Z, Wwand S are stan-
dardised atmospheric circulation indices.

A5, (%) A5, (%) A7 (1) AF(2)
Model Elements of Dy P T P T P T P T
UE E_wﬂwil 03 -1.1 02 0.2 -0.019 -0.032 -0.001 0.006
UEc Z  W..S .p,F,.T, -1.7 82 -12 -1.9 -0.018 -0.036 0.001 -0.020
Historical 357 21 42 42 0.283 0.826 0.144 0.639
se 45 62 25 25 0.008 0.007 0.009 0.015

2.4 Long-duration simulations

With the two models 1000-year simulations have been performed. Figure 2-1 shows Gumbel plots of
the 10-day winter precipitation maxima for the area average precipitation of the 34 stations used in the
feature vector.
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Figure 2-1: Gumbel plots of 10-day winter precipitation maxima for observed and simulated data
(runs of 1000 years).

The figure shows that there is a good correspondence between the historical and simulated distribu-
tions. Realistic multi-day precipitation amounts much larger than the largest historical precipitation
amounts are found in these simulations, which is particularly interesting from the viewpoint of preci-
pitation-runcff modelling. Figure 2-1 shows e.qg. that the largest 10-day precipitation amounts in the
simulations are up to 40% larger than in the historical record. The 1000-year simulation with the UE
model serves as input for precipitation-runoff modelling of the river Moselle. The simulated daily tem-
peratures of 8 stations in the Moselle basin are used as well as passively simulated daily area average
precipitation amounts of 42 subcatchments (see section 4).
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3 PRECIPITATION-RUNOFF MODELLING OF THE RIVER RHINE BASIN
3.1 HBYV modelling of the major river Rhine tributaries

The maijor tributaries of the river Rhine downstream of Basel (Figure 3-1) are modelled with the preci-
pitation-runoff model HBV on a daily basis. Discharge formation of the remaining (white) areas along
the river Rhine is less important concerning floods at Lobith - however, they will be considered in the
future. In addition, it will be necessary to incorporate precipitation-runoff modelling for the Swiss part of
the basin.

HBV is a conceptual semi-distributed precipitation-runoff model. It was developed at the Swedish Meteo-
rological and Hydrological Institute (SMHI) in the early 1970s and has been applied in more than 30
countries with only small adjustments (Lindstrom et al., 1997 - e.g. Lidén, Harlin, 2000 and Eberle et al.,
2001). HBV describes the most important runoff generating processes with simple and robust structures.
In the "snow routine" storage of precipitation as snow and snow melt are determined according to the
temperature. The "soil routine" controls which part of the rainfall and melt water forms excess water and
how much is evaporated or stored in the soil. The "runoff generation routine" consists of one upper, non-
linear reservoir representing fast runoff components and one lower, linear reservoir representing base
flow. Flood routing processes are simulated with a simplified Muskingum approach.

Since HBV is a semi-distributed model, the basin of each tributary is subdivided into subbasins (see.
Figure 3-1). Inside these subbasins some processes are simulated separately for different elevation
zones and forested and non-forested areas. The subbasins are based on catchment boundaries defi-
ned for the International Commission for the Hydrology of the river Rhine basin (CHR). Another aspect
concerning the delineation of subbasins is the availability of gaugin2g stations that are necessary for
calibration. Most of the subbasins cover between 500 and 2000 km®. The elevation zones inside the
subbasins as well as the area covered with forest within these zones are derived from grid based GIS
data, i.e. a land use classification based on Landsat-TM satellite data and the digital elevation model
of the U.S. Geological Survey.

100 0 100 Kilometer

Figure 3-1: Subbasin structure for modelling the major river Rhine tributaries with HBV.

Precipitation data for the German part of the Rhine basin are available from the CHR as time series of
subbasin average precipitation. For the Moselle basin, which partly belongs to France, Belgium and
Luxembourg, daily gridded precipitation recently calculated at the University of Trier (White, 2001) is
taken to calculate areal precipitation time series for the subbasins. Air temperature data from 36 stations
are used. For the same stations daily values of reference evapotranspiration are computed from tempe-
rature and sunshine duration using the Penman/Wendling approach (Wendling, 1995). However, runoff
simulations are also possible with long-term mean monthly values of reference evapotranspiration.
Calibration is done manually by comparison of observed and computed hydrographs and statistical cri-
teria, i.e. the Nash/Sutcliffe criterion R® and the accumulated difference of observed and computed
discharge. For some HBV parameters, for example the parameter representing the maximum water
storage in the soil, values are estimated from the catchment characteristics (e.g. land use and field
capacity). The calibration period is 1976 to 1985; it includes both dry and wet years.
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Results are satisfactory. As Table 3-1 shows, the Nash/Sutcliffe criterion R? generally exceeds 0.85
both in the calibration period and in the validation periods (1986-1990 and 1991-1995). The only basin
with poor results is that of the river Erft where discharge dynamics are dominated by technical mea-
sures related to brown coal mining. Results tend to be best for the rivers Ruhr, Moselle and Lahn;
concerning the river Ruhr, this is rather surprising because the large reservoirs in the river Ruhr basin
have not been taken into account explicitly. More information about daily HBV modelling in the river
Rhine basin can be found in Milders et al. (1999).

Table 3-1:  Values of the Nash/Sutcliffe criterion R’ for HBV modelling the river Rhine tributaries.

River Gauging Catchment R’ - Calibraton R’ - Validation1 R - Validation2
station Area [kmz] 1976-1985 1986-1990 1991-1995
Neckar Rockenau 14,000 0.86 0.88 0.79
Main Frankfurt 24,764 0.88 0.87 0.86
Nahe Grolsheim 4,060 0.87 0.86 0.85
Lahn Kalkofen 6,000 0.90 0.91 0.94
Moselle Cochem 27,088 0.92 0.90 0.94
Sieg Menden 2,880 0.91 0.91 0.91
Erft Neubriick 1,880 <0 <0 <0
Ruhr Hattingen 4,500 0.89 0.91 0.94
Lippe Schermbeck 4,880 0.85 0.91 0.88

3.2 \Validation with respect to peak simulation and representation of discharge statistics

Calibration based on the Nash/Sutcliffe criterion R® does not focus on peak discharges specifically.
Therefore, the simulation of peak discharges and the representation of discharge statistics are exa-
mined subsequently.

Table 3-2 shows "peak errors", i.e. the relative deviation between the computed and the observed
mean annual discharge maxima for the period with measured discharge data. It has to be kept in
mind, that measured and simulated maxima may occur at different times.

Table 3-2: "Peak errors" of simulations for the major Rhine tributaries (relative deviation between
computed and observed mean annual discharge maxima).

River Gauging station Catchment Area [km?] Period Peak error [%)]
Neckar Rockenau 14,000 1970 - 1995 -3.6
Main Frankfurt 24,764 1970 - 1995 7.8
Nahe Grolsheim 4,060 1975 - 1995 -4.1
Lahn Kalkofen 6,000 1970 - 1995 -11.4
Moselle Cochem 27,088 1961 - 1998 -6.2
Sieg Menden 2,880 1976 - 1995 -19.3
Erft Neubriick 1,880 1970 - 1995 -
Ruhr Hattingen 4,500 1970 - 1995 -5.9
Lippe Schermbeck 4,880 1970 - 1995 -6.7

Most of the deviations are acceptable. Beside the river Erft, only the simulations for the rivers Sieg and
Lahn show a "peak error” of more than 10%. Except for the river Main, there is a tendency for the
underestimation of high peaks.

For the Moselle basin, where the new methodology for flood estimation is tested, the simulation of
annual discharge maxima and the reproduction of discharge statistics is examined in more detail.
Computed and observed annual discharge maxima are compared in Figure 3-2. In contrast to the
general underestimation of the annual maxima, the largest two observed discharges are slightly over-
estimated. Table 3-3 presents standard statistics for measured and simulated discharge.
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Figure 3-2: Scatter plot of recorded and simulated annual discharge maxima at gauging station Co-
chem/Moselle 1962-1997

Table 3-3: Standard statistics of recorded and simulated discharge at gauging station Co-
chem/Moselle (period 1962-1997).

Mean median maxiamum minimum  standard deviation
[m®%s] [m®/s] m%s] [m%s]  of daily values [m*/s]
recorded discharge Cochem 331 207 4020 10 361
HBV simulation Cochem 321 200 4159 19 354

Figure 3-3 shows the discharges for different return periods estimated from measured and simulated
data assuming a log Pearson Type llI distribution. This distribution is commonly used for calculating
design discharge at federal waterways in Germany. Note, that for the recorded data, the computed
discharges for certain recurrence periods may differ from the official values because they are based
on daily average discharge values during a relatively short period (36 years). The HBV model over-
estimates the return periods of discharges smaller than ~3700 m°/s and underestimates the retumn
periods for larger discharges.
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Figure 3-3: Log Pearson Type Il distribution estimated with the maximum-likelihood method on the
basis of measured and simulated annual peak discharges at gauge Cochem/Moselle
1962-1997.
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4

APPLICATION OF THE METHODOLOGY FOR THE RIVER MOSELLE BASIN AND ITS COM-

PARISON WITH THE RESULTS OF STATISTICAL APPROACHES

A 1000-year simulation with the rainfall generator (model UE, see section 2) is taken as input for the
HBV model of the river Moselle.

The input data set for the Moselle comprises daily values of temperature at 8 climate stations that are
simulated with the rainfall generator and time series of 42 subbasin average precipitation amounts that
are generated passively. Evapotranspiration is simulated in the HBV modelling system based on long-
term mean monthly values.
Figure 4-1 shows the annual maxima of daily discharges of the simulated 1000 years. The simulated
maximum values fit quite well into the range of observed annual maxima during the period from 1962 to
1997 and there is no visible trend. Since there are significantly larger 10-day precipitation amounts in the
1000 years generated precipitation than in the historical record, it is not surprising that some of the
simulated floods are considerably higher than the 1993 flood, which marks the maximum of the recorded
data. Hydrographs of the 1993 flood event, the maximum peak simulated with generated precipitation
and the simulated flood event caused by the maximum generated 30-day precipitation sum are presen-
ted in Figure 4-2. The latter flood event is one of the simulated floods with maximal volume.
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Figure 4-2: Hydrographs of the 1993 flood event and simulated floods based on generated precipi-
tation at gauging station Cochem/Moselle.
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Figure 4-3 compares the ranked recorded and simulated annual discharge maxima. Fitted log Pearson
Type Il distributions on the basis of the recorded and simulated discharge are added to facilitate a
comparison.
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Figure 4-3: Frequency distributions of annual discharge maxima from a HBV simulation based on ge-
nerated precipitation, a HBV simulation based on recorded precipitation and recorded dis-
charge data.

The HBV simulation based on generated precipitation of 1000 years results in other design discharges
than by using the statistical approach. However, the deviation is within the range that could be expected
when applying different distributions as well. Especially concerning discharges of longer return periods
there is a good agreement with the measured values. For smaller peaks the results of the 1000-year
simulation show a similar underestimation as that for the HBV simulation with historic rainfall.

5 CONCLUSIONS AND DISCUSSION

In order to reduce the uncertainties in the estimation of the design discharge for the Rhine basin, a
new methodology is being developed in which a stochastic rainfall generator and precipitation-runoff
models are coupled. Promising results have been obtained for the Moselle basin, the largest tributary
of the Rhine. The largest shortcoming is an underestimation of the annual maximum discharges by the
HBV model. An underestimation of peak discharges is also found for most other subbasins of the
Rhine. There is, therefore, some need to reconsider the calibration of the HBV model using other sta-
tistical criteria than the Nash/Sutcliffe criterion R2. Another option for improving HBV results might be
to simulate considered flood events on an hourly basis, hence, simulating the actual peak discharges
instead of daily average discharges. Concerning the rainfall generator, the good correspondence bet-
ween the HBV simulation based on observed precipitation data and the HBV simulation based on the
precipitation input from the rainfall generator suggests that the effects of possible errors in the
statistics of the simulated extreme precipitation are negligible. Nevertheless, it should be noticed that
the nearest-neighbour resampling method does not simulate daily precipitation values higher than
those in the historical precipitation record. Generally, uncertainty is introduced by the relatively short
length of the observed precipitation record on which the rainfall generator is based (35 years) and by
the limited period with data that is available for the calibration of the HBV model in the Rhine basin.
There are various options for using the long simulation runs of discharges. The design discharge can
be derived with or without fitting a distribution to the simulated annual maxima. A first impression of
the uncertainty can be obtained from an ensemble of 1000-year generated discharges.
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A major advantage of the new method is that it provides information about the shape of the hydro-
graph, including volume and duration of the floods. A potentially useful application is that the simulated
hydrographs can be used as model-floods in other studies.
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SUMMARY

Flood estimation is an extremely challenging endeavour, even more so in the light of the increasingly limi-
ted availability of financial resources. In order to obtain reliable flood estimates, particularly for large and
heterogeneous catchments, considerable effort must be placed in ensuring that no clue to catchment
behaviour goes unnoticed. Obtaining reliable estimates for flood discharges and their return periods could
therefore also be referred to as solving the flood estimation puzzle. The available information on catchment
behaviour thereby serves as the puzzle’s pieces to be gathered and correctly assimilated.

Such a comprehensive methodology for flood estimation is discussed in this paper for the 6100 km®
mountainous Alpenrhein catchment, for which estimates of the 30-, 100- and 300-year floods as well
as the so called “extreme flood” with an even larger return period were required. It is shown to what
extent the holistic approach, in which all the obtainable information on catchment behaviour was col-
lected, analysed and collated, was able to provide a better understanding of flood generation in this
catchment. The diverse information sources such as historical flood records, discharge measurements
and their statistical analysis, a study of the extreme meteorological conditions, the influence of anthro-
pogenic activity in the catchment, and flood modelling are dealt with, showing what information could
be gleaned from each of these sources. The extent to which the individual sources of information as-
sist in flood estimation, depending on the return period of the flood in question, is shown. The informa-
tion used to determine the 30-year flood, is for example, of little use for estimating floods with 300-year
return periods and greater.

Although the holistic approach without doubt improves catchment understanding, it is not able to re-
move all the uncertainties associated with flood estimation. As is shown, this is to a large extent due to
the problems associated with assigning return periods to the flood modelling results. Only with an im-
proved understanding of the extreme meteorological characteristics of a catchment can the potential
of flood modelling, being one of the pieces of the flood estimation puzzle, be fully harmnessed.

Keywords: Flood estimation, flood frequency, historical flood records, meteorological factors, rainfall-
runoff modelling, extreme flood scenarios

1 INTRODUCTION

The Alpenrhein is the uppermost Rhine reach extending from the confluence of its two uppermost tri-
butaries Vorderhein and Hinterrhein to its mouth into Lake Constance (Figure 1-1). The total area of
the mountainous Alpenrhein catchment lying in the territories of Switzerland, Austria and Liechtenstein
is 6100 km®. For the planning of flood protection measures, estimates of the discharges at various
locations were required for the 30-, 100- and 300- year floods as well as the even larger so called
‘extreme flood" with an unspecified return period. This paper describes the holistic approach which
was applied in order to obtain reliable estimates for the required flood discharges. Thereby, in what
might be referred to as solving the flood estimation puzzle, all available information on the flood hydro-
logy of the Alpenrhein was gathered and assimilated in defining flood discharges and their return pe-
riods (Ingenieurbureau Heierli AG et al., 2000). The individual sources of information available and the
clues these provided on the behaviour of the catchment are described. Thereafter it is shown how
these puzzle pieces were ordered and to what extent flood frequency could be defined.
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Figure 1-1: The 6100 km? Alpenrhein catchment showing the main tributaries and locations of dis-
charge measuring stations. The dams and lakes are shown with respect to their retention
capacities such that these are able to influence flood discharge magnitudes.

2 HISTORICAL FLOOD RECORDS

As summarised in Figure 2-1, extensive information on the historical flood records of the Alpenrhein
was available from a preliminary study (ETH Zurich and Basler&Hofmann, 1998). Three catastrophic
Alpenrhein floods occurred in the last 800 years, namely in the years 1343, 1566 and 1762. Beside
the catastrophic floods, an additional twelve extremely large floods occurred in this period.

In the main study an attempt was made at obtaining quantitative estimates of the flood discharges for
the known historical floods. The intention being to enable the database for statistical flood analysis to
be lengthened, if not in absclute terms, then at least qualitatively. For this purpose, the available infor-
mation on the maximum flood levels was gathered and used in conjunction with the available informa-
tion on the reach geometry at that time. For those historical floods where the flood levels could not be
ascertained or the reach geometry was unknown, no discharge estimates could be made. Generally
sufficient information for flow estimation is only available for the more recent historical floods. In the
case of the Alpenrhein the discharges for the floods of 1834, 1868 could be estimated. Together with
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the discharge measurements of the 20" century this meant that maximum discharge values for the
four largest flood events which occurred in the last 200 years were known or could be approximated.
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Figure 2-1: Historical flood record for the last 800 years showing approximate flood magnitude (1 =
large, 4 = catastrophic) as could be determined on the basis of the available descriptions
of the events. The prevailing climatic conditions since 1500 are also shown.

Historical floods for which no discharge estimates could be made still provided valuable clues on the
behaviour of the catchment. Firstly, they enabled the seasonal susceptibility to flooding to be ascertained.
The large floods of the Alpenrhein only occur between the months of July and September. Even for very
old flood records some indication on the then prevailing weather could generally be found, the historical
flood records furthermore provided an indication as to the meteorological conditions required for flood
formation. For example, all of the catastrophic floods in the last 800 years were probably caused by con-
tinued heavy rainfall lasting several days alone without being significantly exacerbated by snowmelt.

3 METEOROLOGICAL ANALYSIS

A further piece of the puzzle was provided by knowledge of the meteorological conditions leading to
flood formation. The weather patterns for the last century were analysed which led to the occurrence
of floods. For the Alpenrhein, either of two distinct meteorological conditions, i.e. a precipitation field
centred north or south of the Alps, were found to be responsible for flood formation. The difference
between these types of events is apparent in Figure 7-1.

For the north centred events, the centre of the rainfall area lies somewhere in the northern region of
the catchment. Its actual position can, however, vary considerably from event to event. This is not the
case for south centred events, which generally show less variation in locality. Here the geographical
catchment features have a controlling influence on the precipitation, which falls principally in the
southernmost catchment regions when large scale precipitation fields spill over from the southern side
of the alps. Of the six largest floods in the last 200 years, five were south centred events (1834, 1868,
1927, 1954 and 1987) and only one was north centred (1910). It would seem therefore, that
Alpenrhein floods are more frequently induced by south centred events than by north centred events.
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As very large floods of the Alpenrhein are mainly to be expected between the months of July and Sep-
tember, the influence of snow melt on flood formation could be regarded as being small. Based on the
meteorology of previous flood events, three meteorclogical factors could however be identified to be
requirements for flood formation of the Alpenrhein. Firstly, a large area discharge, i.e. large amounts
of precipitation over the majority of the catchment. Secondly, a high snowfall level (0° altitude), which
ensures that the precipitation falls almost exclusively as rain. Thirdly, considerable rainfall prior to the
main precipitation event, especially in the days immediately preceding the main precipitation.

In order to facilitate the estimation of the magnitude and frequency of future flood events, the influence
and extent of climate change on flood formation was of interest. No evidence of the effects of climate
change could, however, be found from the meteorological data relating to Alpenrhein floods. Never-
theless, should climate change result in an increase of the 0° altitude for future precipitation events,
then floods will probably occur more frequently. This, because that for several large precipitation
events in the 20th century flooding did not occur purely as a result of these occurring in conjunction
with low snowfall levels.

4 ANTHROPOGENIC INFLUENCES

Assessment of anthropogenic effects on flood generation provides another clue to be taken into ac-
count for flood estimation. Relative to the total catchment area only a very small percentage of the
Alpenrhein catchment displays rural or urban development. The effects of soil compaction in rural
areas or surface sealing in urban areas could thus be neglected. Due to the presence of extensive
hydroelectric power installations however (Figure 1-1), artificial catchment retention was suspected to
have a considerable effect on Alpenrhein flood generation.

Three distinct periods could be identified which are differently influenced by artificial catchment
retention (Figure 4-1). Up until 1950 reservoirs sufficiently large to have an effect on flood generation
did not exist in the catchment. Thereafter, in the period from 1950 to 1970, flood generation was in-
creasingly influenced by the construction of reservoirs. Subsequent to 1970 the artificial catchment
characteristics have remained practically unchanged. Comparison of flood records assessed for each
of these periods provided an insight which alone was not sufficient to enable the effects of artificial
catchment retention to be assessed. For this purpose, the yearly fluctuations in reservoir levels —
being at their lowest from March to May and at their highest in September and October — also had to
be taken into account.
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Figure 4-1: Cumulative retention volume of the reservoirs in the Alpenrhein catchment in the period
1920 to 2000. Date of commissioning of the individual dams and their influence on total
retention volume is indicated.

Although it was apparent that the damping effect due to artificial catchment retention would be great-
est for floods occurring in July, a means of quantifying the retention effect was required. Here the com-
prehensive rainfall-runoff model developed for the catchment taking the artificial retention basins and
diversions into account (as described later) proved to be a valuable tool. By modelling the floods of
September 1981 and July 1987 with and without artificial catchment retention, the damping effect on
maximum discharge was determined to lie between 10% and 25% depending on reservair filling.
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5 DISCHARGE MEASUREMENTS

When available, discharge measurements provide an invaluable tool for flood estimation. Whereas
measurements of the river in question offers the basis for a statistical flood analysis, measurements of
the tributaries provide an insight into the differing behaviour of the various sub-basins.

As would be expected for such a large catchment, measurements were available for several locations.
The measurements on the tributary streams and rivers indicated the differing behaviour of the various
sub-basins in as much as they were used for the calibration and verification of the rainfall-runoff
model. The measurements for the three stations along the Alpenrhein itself were statistically examined
in the framework of a flood frequency analysis (Figure 5-1). These three stations also provided insight
into the accuracy of the model for the Alpenrhein itself.
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Figure 5-1: Statistical analysis according to Log Pearson using the homogenised flood records for the
discharge measurmg stations Domat/Ems, Bad Ragaz and Diepoldsau. The two largest
floods in the 19" century for which the return periods were estimated are used for the
graphical flood frequency analysis.

The value of a flood frequency analysis, for which the maximum discharge measurements of each
year are usually used, depends not only on the length of the measurement records but to a large ex-
tent on the accuracy of the measurements. The measuring stations along the Alpenrhein were thus
examined in order to assess the accuracy and possibly correct the measurements of flood discharges.
For the uppermost (Felsberg, Domat/Ems) and lowermost (Diepoldsau, Schmitter) discharge measur-
ing stations (see Figure 1-1), with measurements since 1899 and 1904, respectively, no major correc-
tions to the published discharge values were found to be necessary. This, despite the fact that the
level-discharge relationships at the lowermost location do take floodplain flows into account — the gen-
eral magnitude of this problem was probably known to the relevant authorities and thus the inaccurate
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level-discharge relationships were corrected by the use of fictitious water levels for discharge evalua-
tion. At the middle location (Bad Ragaz) — in operation between 1930 and 1991 — the measurements
were influenced by the effects of bed-load transport and alternate sand bars. Here, no statement as to
the accuracy of the measurements could be made. Based on the measurements of the neighbouring
stations, the maximum discharge values at this location could however still be sufficiently well ascer-
tained to enable a flood frequency analysis to be performed.

For the flood of 1927, a dam breach occurred between the middle and lowermost measuring locations
thus affecting the lowermost measurement. This measurement was thus reconstructed by transform-
ing the flood wave measured upstream of the breach on the basis of unsteady discharge computations
using the inflows from the sub-catchments lying between these locations as determined with the rain-
fall-runoff model.

Using the peak discharge values estimated for the two largest floods in the 19" century (1834, 1868), the
existing record of measurements in the order of 100 years was effectively doubled for the statistical flood
frequency analysis. Together with the discharge measurements, the flood discharges of 200 years could
be brought into relation to one another, as shown in Figure 5-1. The flood of 1834 was thereby probably
the greatest of the period 1800 to 2000, albeit by a small margin. In terms of peak discharge, the floods
of 1834, 1868, 1927 and 1987 were thus all of comparable magnitude. Flood volumes displayed more
variability. For the events of short duration of 1834 and 1927, the discharge volumes were considerably
less than those for the floods of 1868 and 1987, which were longer in duration.

6 RAINFALL-RUNOFF MODEL

Even with the lengthened flood records of 200 years the statistical database was insufficient to enable
predictions of floods with return periods of 300 years and more to be made. For this purpose, a detail-
ed, physically based rainfall-runoff model was drawn up for the Alpenrhein catchment. The model
used was able to take into account the spatial variability of precipitation and discharge generation,
time of concentration and wave transformation as determined by the hydraulic catchment properties
and the effects of retention and diversions due to the intensive hydroelectric infrastructure installed in
the catchment. In this model, the catchment was subdivided into approximately 1800 area elements,
each with specific discharge generation characteristics, these being linked on the basis of the hydrau-
lic properties of the furrows, streams and rivers into which these drain.

Although the results of rainfall simulation experiments were used to define flood generation of the indi-
vidual area elements (Faeh, 1997), the variability of natural flood generation will always dictate the
necessity for model calibration. The model was therefore calibrated and verified on the basis of the
measurements of the floods of the latter half of the 20" century for which sufficient measurements
were available. E.g. having calibrated the model for the 1987 event, it was verified that the 1981 and
other events were reproduced using the same unchanged parameter set. Due to the variability and
size of the Alpenrhein catchment and the as yet unsolved hydrological problems associated with quan-
tifying discharge generation and basin drainage, modelling imprecision could not be totally eliminated,
especially in the sub-catchments. Two slightly different parameter sets were therefore found to be
necessary for long duration and short duration events. When modelling extreme meteorological sce-
narios, as described in the next section, these two parameter sets were used to estimate the minimum
and maximum response of the Alpenrhein to the assumed precipitation.

Another factor affecting the simulation results was the magnitude of the available database. For more
recent events, sufficient data on rainfall distributions and intensities was available. Considerably less
data was available for less recent events, with the result that simulation results were less accurate for
these events. Despite the modelling inaccuracies of some sub-catchments and the inconsistencies of
the available database, feasible simulation results were generally obtained for the Alpenrhein for all
flood events examined. Typical modelling results for different events are shown in Figure 6-1.
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Figure 6-1: Typical results obtained with the rainfall-runoff model shown here at the location Do-
mat/Ems for the 1927 (left graphic) and 1987 (right graphic) events. (Abfluss = Discharge,
Messung = Measured Discharge). A time interval of one hour applied for all simulations.
Depending on the event in question, up to ten days were simulated.

7 EXTREME METEOROLOGICAL SCENARIOS

To enable very large flood events with large return periods to be modelled, extreme meteorological
scenarios were required. On the basis of the meteorological analysis, ten feasible scenarios were
developed (five north and five south centred), which would be expected to lead to large Alpenrhein
floods (see Figure 7-1 and Table 7-1). Actual measurements were used in the definition of the sce-
narios to ensure their plausibility. Furthermore, they could thereby be compared and brought into
relation with the known Alpenrhein flood events.

ScenaJrio B Scenario D
P} L P

f L] ;
) ;

Figure 7-1: Rainfall distribution (as event total) for a typical south centred Scenario B, with precipi-
tation centre in the Hinterrhein region, and a typical north centred Scenario D, with
precipitation centre in the middie of the catchment. Whereas the south centred rainfall
distributions A, B, E, F and | were based directly on measurements, the precipitation
fields for the north centred scenarios C, D, G, H and J were shifted such that their centres
came to lie in the middle of the catchment.

The north centred scenarios were based on the 1910 event, being the largest such event in the 20"
century. Based on the variability of the north centred events, as discussed in Section 3, the precipitation
fields of 1910 were shifted into the centre of the catchment to maximise the effect of the precipitation on
the Alpenrhein for these scenarios. No shift in the precipitation field was to be expected for the south
centred scenarios. These scenarios were therefore based directly on the measured precipitation for the
1984 event, for which the greatest precipitation was measured in the 20" century — this event did not
lead to an Alpenrhein flood due to a low snowfall level (0° altitude). The individual scenarios varied with
regard to the amount of precipitation assumed to occur before the main event or in terms of the intensity
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and duration characteristics of the main precipitation. For all scenarios, snowfall levels were assumed to
be sufficiently high such that the precipitation would fall exclusively as rainfall.

The scenarios resulted in flood discharges considerably larger than those which have been observed
in the last 100 years. In order to enable these computed flood values to be compared with the histo-
rical and measured flood values in terms of their probability of occurrence, the return periods of the
computed values needed to be estimated. Based on a comparison with the flood frequency analysis
obtained using the historical and measured flood events and the meteorological assumptions made for
the individual scenarios, their return periods were roughly estimated (see Table 7-1).

Table 7-1:  The meteorological assumptions underlying the scenarios examined (A to J), and the
rough estimates made for the return periods of the calculated flood values. The reasoning
upon which the return period estimates are based is also given. The return periods for the
floods of 1910 and 1987, upon which the estimated return periods are founded, were
determined from the statistical flood frequency analysis.

Scenario Return Period [Years]
Rough
Characteristics Estimate | Reasoning
A 96 h pre-event precipitation as for 150 - 250 | Comparison to 100-year event of 1987:
South | 1987 event Greater return period due to greater
Centred | 24 h main event precipitation as for precipitation
1984 event
B 96 h pre-event precipitation as for 300 - 500 | Comparison to Scenario A: Probability
South [ 1987 event of twice 1984 precipitation smaller

Centred | 48 h main event precipitation, (double
1984 event)

c No pre-event precipitation 150 - 250 | Comparison to 30-year event of 1910:
North |24 h main event precipitation as for Probability the centroid of rainfall will lie
Centred | 1910 event exactly in centre of catchment
considerably smaller
D No pre-event precipitation 400 - 700 | Comparison to Scenario C: Probability
North |48 h main event precipitation, (double of twice 1910 precipitation smaller

Centred | 1910 event)
E 60 mm pre-event precipitation in 72 h | 200 - 300 | Comparison to Scenario A: Probability

South | 24 h main event precipitation as for of extensive pre-event precipitation
Centred | 1984 event over entire catchment smaller
F 60 mm pre-event precipitation in 72 h | 250 - 400 | Comparison to Scenario B: Probability
South | 36 h main event precipitation, (1.5 of only 1.5 days event precipitation
Centred | times 1984 event) greater
G 60 mm pre-event precipitation in 72 h | 250 - 400 | Comparison to Scenario C: Probability
North |24 h main event precipitation as for of extensive pre-event precipitation
Centred | 1910 event over entire catchment smaller
H 60 mm pre-event precipitation in 72 h | 400 - 700 | Comparison to Scenario D: Probability
North | 36 h main event precipitation, (1.5 of pre-event precipitation smaller,
Centred | times 1810 event) probability of main event precipitation
larger
1 60 mm pre-event precipitation in 72 h | 300 - 600 | Comparison to Scenario E: Probability
South |18 h main event precipitation (1984 of greater precipitation intensity smaller

Centred | event with increased intensity)
J 60 mm pre-event precipitation in 72 h | 500 - 900 | Comparison to Scenario G: Probability
North |18 h main event precipitation (1910 of greater precipitation intensity smaller
Centred | event with increased intensity)

8 COMPLETING THE PUZZLE

In what may be referred to as completing the puzzle, the results of the previously described investiga-
tions were aggregated thereby obtaining estimates for the full range of flood discharges of the Alpen-
rhein and their return periods. Essentially, the results of the historical flood analysis, the investigation
of the anthropogenic influences and the discharge measurements are reflected in the flood frequency
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analysis of Figure 5-1. Similarly, the meteorological analysis and the rainfall-runoff modelling are re-
flected in the results of the extreme scenario investigation of the previous section. The Alpenrhein
flood hydrology puzzie was therefore completed by aggregating the results of the flood frequency ana-
lysis with those of the extreme scenario investigation, as is shown in Figure 8-1. The flood estimates
thereby obtained for events with large return periods are considerably larger than those which would
have resulted on the basis of the flood frequency analysis alone. These |ar%er flood estimates are
however plausible when taking into account the fact that flood activity in the 20" century was generally
low, and that small changes in the precipitation characteristics e.g. snowfall level or temporal and
spatial rainfall distribution, can significantly increase flood severity.
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Figure 8-1. Results of the scenario computations shown on a flood frequency diagram based on their
estimated return periods for the three locations Domat/Ems, Bad Ragaz and Diepoldsau.
Also shown the flood frequency distributions as they result on the basis of the measured
discharges and the historical flood values.

From the corrected discharge measurements alone, a statistical basis of 100 years was available. This
record could be lengthened to 200 years by taking those historical floods into account. Based on the
rainfall-runoff computations for the scenarios defined, the flood record was further lengthened by esti-
mating the return periods for computed flood values. While the scenario computations provide a valu-
able tool for estimating the magnitude of large infrequent flood events, their use for the extrapolation of
flood frequency analyses is heavily dependant on the estimates made with regard to their return peri-
ods. Although this problem remains, the gathering and collation of all available information in solving
the flood estimation puzzle minimises the effects of this uncertainty, and ensures that reliable flood
estimates can be made.
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SUMMARY

Due to frequent flooding within the watershed of the Moselle River (A = 28,000 kmz), the extension of
flood forecast lead times to up to 48 hours represents one key measure of improved flood mana-
gement. In order to reach this goal, a grid-based flood forecast model for the Moselle River was deve-
loped and refined by applying the program system LARSIM.

The first Moselle River model consists of 154 cells with an area of 14 km by 14 km for each cell. It is
currently used as a real-time flood forecasting system for the German part of the Moselle River. Input
data include hourly values of measured discharge (at 20 gauges), measured precipitation (at 50 rain
gauges) and the 48-hour precipitation forecasts of the German Weather Service. In the event of a
flood, measured data are automatically transmitted from France, Luxembourg, and Germany to the
flood forecast center in Trier, Germany.

The second Moselle River model has a higher resolution with a grid cell size of only one square kilo-
meter, resulting in about 28,000 grid cells. Additionally, the interpolation of precipitation has been im-
proved by integrating information from historical precipitation events using geostatistical methods. Cal-
culating 12-hour forecasts, the reliability of the new 1 km? grid model could be demonstrated.

A comparison of simulation results of the two models shows that the geostatistical interpolation pro-
cedure for measured precipitation does not improve results derived from the inverse-distance-method.
Slightly improved results are obtained for the model with the denser grid, especially for smaller catch-
ments and for the upstream regions. Furthermore, the model with the denser grid provides a vastly more
flexible tool for flood management: it is capable of including spatial data with higher resolution (e.g.,
weather forecasts, radar) and has the potential for future flood warning for local flood events.

Keywords: flood forecasting model, geostatistical interpolation, grid size, LARSIM, Moselle

1 INTRODUCTION

The floods of 1993 and 1995 along the Rhine and the Maas rivers inundated entire cities and villages in

France, Belgium, and Germany and led to the evacuation of several 100,000 people in the Netherlands.

Due to the enormous damage, the secretaries of the environment of the respective countries signed a

resolution with which the watershed commissions along the Rhine, the Moselle, the Saar, and the Maas

River were assigned to plan integrated and internationally coordinated flood prevention measures.

In the watersheds of the Moselle and the Saar rivers, which cover parts of the countries France, Lu-

xembourg and Germany (Figure 2-1(1)), transboundary co-operation started early, when the first inter-

national workgroup for flood prevention was founded in 1985. Two years later, an agreement was

signed coordinating the information flow process during floods with the goal of installing a real-time

transmission water level information system. In 1998, the International Commission for the Protection

of the Moselle and Saar Rivers (IKSMS) set up the "Aktionsplan Hochwasser" (“Action Plan Floods”)

(IKSMS, 1999) with the following objectives:

e Short-term optimization of monitoring systems and measuring devices.

e Improvement of disaster prevention plans.

¢ Extension of the forecast times for the Lower Moselle River to up to 12 hours until the year 2000 and
of up to 24 hours until the year 2005.
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2 THE LARSIM MODEL
2.1 Overview

To extend forecast times up to 48 hours, a flood forecast model based on the program system
LARSIM was established for the Moselle river basin (approx. 28,000 km®) on behalf of the Rhineland-
Palatinate (a federal state of Germany) water autherities.

LARSIM (Large Area Runoff Simulation Model) is based on the river basin model FGMOD (Ludwig,
1982), which was developed for the systematic modelling of runoff generation and flood-routing.
LARSIM can be applied both as a water balance model for continuous simulation and as an event-
based flood forecast model. It is successfully used for operational flood forecasts in several German
flood forecast centers.

If LARSIM is applied as a water balance model, the processes of interception, evapotranspiration and
water storage in soils and aquifers are included besides runoff generation in the area and translation
and retention in river channels (Bremicker, 2000). It is currently tested for the operational use in such
a mode for the low and mean flow forecast for the Neckar River (Bremicker, Gerlinger, 2000).

Snow accumulation and snow melt can be considered in both model versions as well as artificial
influences (e.g. storage basins, diversions or water transfer between different basins).

2.2 Model components

The program system LARSIM offers alternative subroutines for most stages of the rainfall-runoff

process. Due to data limitation, the number of free model parameters required for the Moselle flood

forecast model had to be kept to a minimum. As an operational flood forecast model, it only uses com-
paratively simple model components which are satisfying for practical purposes and for individual flood
periods due to the possibility of on-line parameter adaptation:

e Calculation of areal rainfall similar 1o the gridpoint-procedure of the NWSRFS model, an inverse-
distance method (U.S. Department of Commerce, 1972).

e Parallel storage models for subareas consisting of two linear storages (a fast and a slower storage)
and a distribution of effective runoff to these storages by a threshold value (interflow index rate).

e Transformation of runoff in the interflow zone is simulated by a single linear storage. For direct runoff, a
modified Clark model (Clark, 1945) is used where the shape of the subarea is approximated by a
rectangle. The result is a triangle or a trapezoidal shape of the time-area-diagram. Retention constants
for interflow and direct runoff are assumed proportional to the lag-times in subareas.

» Runoff coefficient function: runoff-dependent description of runoff coefficients (Ludwig, 1988). Runoff
of the slower storage in the parallel storage model for the runoff is used as a soil moisture index.
Variable runoff coefficients are derived from this index using a parabolic function, which is limited on
both ends {minimal and maximal runoff coefficient).

e Flood routing procedure which accounts for nonlinear storage processes, especially for differences
in runoff character between runoff in the main bed and the floodplain. Retention in channel sub-
reaches is described by storage components, whose constants depend on inflow and outflow
(Williams, 1969).

The modules for runoff predictions using the precipitation forecasts include:

» Warning model: before the beginning of the flood, when the discharge has not increased yet, fixed
parameter values of the runoff coefficient function are used. These parameter values are determined
for each gauge separately by analyzing historic flood events.

* Forecasting model: If the measured discharge shows a significant increase, the parameter values of
the runoff coefficient function are determined from the current rainfall and runoff data. Differences
between calculated and measured runoff are minimized using an adaptive optimization of the
parameters of the runoff coefficient function by the Gauss-Marquardt procedure (Marquardt, 1963).

¢ Discrepancies between calculated and measured hydrographs are determined and calculation re-
sults for subsequent forecasts are corrected according to the analyzed error distribution by autore-
gressive models (ARIMA-correction) (Box, Jenkins, 1970).
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3 THE MOSELLE MODEL
3.1 The 14 km grid model of the Moselle river basin

In afirst step, an event-based flood forecasting model with a coarse grid size of approximately 14 km by
14 km was established for the Moselle river basin (Figure 2-1(2)) (Gerlinger, Demuth, 2000). Input data
for the runoff forecasts are the 48-hour precipitation forecasts which are computed by the German
Weather Service (DWD) numerical weather prediction model (NWP) system for the whole Moselle basin.
The grid structure of this model was designed according to the horizontal resolution of the NWP-
“Deutschland Modell” (“Germany model” of the DWD) to use a direct reference of precipitation forecast
results on NWP nodepoints and model subarea grid cells. 154 grid-based subareas are used. Figure
2-1(3) shows a section of the 14 km by 14 km grid structure with the schematic graph of the subarea
sequence according to the existing river network.

As input data for channel reaches information on their width and depth is needed for calculating the
flood propagation in the river channel network. Since these data are not available for large parts of the
river basin, they were estimated using a "hydraulic-geometry" assumption based on a statistical dis-
charge index (Allen et al., 1994). Lengths and gradients of the river subreaches for the Moselle catch-
ment were determined from topographical maps. From an existing flood routing model, more detailed
system data was available for some channel reaches (Moselle downstream gauge Custines and Saar
rivers) which was integrated in the model to substitute the approximate river geometry values.

At time, the model is operationally used in a test mode as a real-time flood forecasting system at the flood
forecast center in Trier (Gemmany). First applications of the LARSIM model in the Moselle river basin for 24
hours flood forecasts have been successful. The predicted and measured discharges correspond quite well
for the Lower Moselle River downstreams Perl. Input data for the continuous adjustment of the model are
hourly values of water levels of 20 gauges and the precipitation measurements of 50 rain gauges trans-
mitted automatically from France, Germany and Luxembourg to Trier (Figure 2-1(2)).

3.2 The 1 km grid model of the Moselle river basin

Improvements in the model performance were expected from a more detailed 1 km by 1 km grid. The grid
size was chosen to improve the forecasts especially for small basin parts and the Upper Moselle River.

A completely new model structure has been designed (Figure 2-1(4)) based on an analysis of a Digital
Elevation Model (50 m grid). Length and gradients of the rivers were determined with the help of GIS
tools. A recalibration of the model was done using six historical flood events. For the forecast of
precipitation, a higher resolution grid is now used (“Lokal-Modell” of the German Weather Service, at
time a 7.5 km by 7.5 km grid).

3.3 Forecast results

To show the quality of flood forecasts with the high resolution model, the runoff values for 12 hours
forecasts are compared with the measured values on the example of historic flood events. To simulate
the real-time forecast procedure, a time interval of 8 hours between forecast timepoints has been
used. In this test, information on measured precipitation has been used for the forecasts to check the
possible model performance without additional errors introduced through precipitation forecasts. For
precipitation interpolation the geostatistical procedure was applied.

Figure 3-1 shows the 12-hour runoff forecast values in relation to the measured runoff values for the
three largest historic flood events of this test. The upper diagram in Figure 3-1 displays results for a
gauge with a small catchment and the lower diagram those for a gauge with a large catchment.

The quality of the forecasts for the large catchment is very high. Forecasts for the smaller catchment
show greater differences between forecasted and measured runocff values. Nevertheless, the results
for the smaller catchments represent a decisive improvement, mainly because simulations for catch-
ments of this size could not be carried out with the 14 km by 14 km grid model.
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Figure 3-1: 12-hour forecast results for gauge Alsdorf/Nims (above; A = 264 km®) and for gauge
Trier/ Moselle (below; A = 23.857 kmz).
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4 INFLUENCE OF PRECIPITATION INTERPOLATION AND GRID SIZE
4.1 Criteria for the comparison

To compare the model performance, measured and calculated discharges for the gauges are compared
by statistical measures (i.e., goodness-of-fit test) and additionally by visual comparison. A meaningful
combination of several techniques should be employed for the model validation as well as for a thorough
model assessment (Janssen, Heuberger, 1995).

Also, one should be aware of the fact that the various statistical measures for deviation typically highlight
specific features of the flood hydrographs and therefore are no objective stand-alone values. The coeffi-
cient of determination, for instance, evaluates the degree of coincidence between the forms of hydro-
graphs and can reach the maximal value of 1.0. It also equals 1.0 if measured and simulated hydrograph
have the exact same form but differ by a constant value.

A more informative measure for the simulation quality is the “model efficiency” (Table 4-1) (Nash, Sut-
cliffe, 1970). The model efficiency measure reaches a value of 1.0 if measured and simulated valued are
identical. However, it is important to notice that large single-peaked deviations from the mean of runoff
values tend to increase model efficiency values thereby biasing the result.

Anocther reasonable statistical measure for flood simulation is the “hydrologic deviation™ (Table 4-1)
(Schultz, 1967). Values of the hydrologic deviation range from 0 % - 5 % (“good” results) to more than 15
% (not usable), with 10 % representing usable results (Schultz, 1967). This parameter is influenced by
the hydrograph’s peak value.

None of the statistical measures can claim to be the absolute truth while judging the quality of a model.
Modeling characteristics like the data density and distribution or the modeling period etc. all affect the
statistical output. Nevertheless, the various statistical measures allow relative comparisons between
results of different simulation models or model runs, making them a valuable asset in model judgement.

Table 4-1:  Model simulation measures “model efficiency” and “hydrologic deviation”.

Model efficiency Hydrologic deviation
N =~V N 2
! — =¥V P -0. 1
[ \:W(O\ O) |=W(PI O\) ] 020 2N,20|‘O|_Pl|
M gt Qmax N g
£2(0.-0]]
P, and O; denote the predicted value and observed value i; 0 the mean

4.2 Influence of precipitation interpolation method on simulation results

Since the quality of flood forecasting models depends on the quality of their input parameters, the
improvement of the interpolation of point measurements of precipitation (areal rainfall calculation)
could lead to better simulation results, particularly as long as no radar data is available.

Due to the high variability of precipitation in space and time, modeling and interpolation of short-term
precipitation is problematic and likely to be one of the largest sources for simulation errors. Essentially,
the joint influence of atmospherical and orographical factors should be considered to estimate time-
space distribution of precipitation adequately. Simple interpolation procedures as the Thiessen poly-
gon or the inverse-distance method can produce errors (Goovaerts, 2000), which depend on the deg-
ree of precipitation heterogeneity during the actual flood.

Therefore an interpolation procedure for the hourly measured precipitation data was tested, which accoun-
ted for information from historical precipitation data and the relevant precipitation patterns (Hinterding, 2001).
In this interpolation procedure, a five-step procedure is performed to identify the typical precipitation
patterns, yielding the so-called “background fields” necessary for the interpolation (Figure 4-1). A fuzzy
set-type procedure based on a combination of geostatistical models has been chosen as mathema-
tical basis for the interpolation.

For operational use, this interpolation procedure allows the estimation of the spatial distributions of
precipitation with regard to the actual weather situation. It is installed at the flood forecast center in
Trier for interpolating the measured and the predicted precipitation. It had also been applied to the
catchment of the Nahe River and to the area of Rhineland-Palatinate.
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Figure 4-1: Identification of typical precipitation patterns (Hinterding, 2001).

To test the differences in runoff simulation quality, the geostatistical precipitation interpolation method
and the inverse-distance-method were employed. The identical input data sets stemmed from six
historical flood events. Simultaneously, the influences of different grid dimensions were examined
(chapter 4.3). With regard to the interpolation of the precipitation data set for the higher resolution
model, the remark should be made that the data was thinned by a factor of four (from ~ 28,000 data
points to ~ 7000 data points) in order to save computing time.

To overlook the modeling results, Table 4-2 contains all values of the model efficiency parameter.
Table 4-3 originates from a table similar to Table 4-2 but only summarizes the mean values of the
hydrologic deviation parameter. For both tables, seven gauges with different orders of catchment size
from different parts of the Moselle basin were selected (positions of the gauges see Figure 2-1(2)).
Runoff values for the gauge Alsdorf with the smallest catchment area cannot be simulated with the 14
km x 14 km model grid resolution. Model efficiency values and hydrologic deviation values for this
gauge were consequently not incorporated for calculation of the mean values. This gauge was how-
ever used in Table 4-2 to demonstrate the possible high simulation quality with the 1 km x 1 km model.
Table 4-2 shows that the new interpolation method produces no improvements compared with the for-
merly used simpler method. In most cases, model efficiencies are approximately equal, in some cases
even better with the simpler method. This tendency is independent of the chosen grid size dimension,
but more marked in the simulation results of the model run with the coarser grid. The mean values of
the hydrologic deviations (Table 4-3) display the same tendencies as the model efficiency values.

4.3 Influence of grid size on simulation results

The comparison of model simulation quality for the model runs with different grid sizes (Table 4-2)
depicts that for gauges with small or intermediate catchment size (e.g., Nalbach, Bollendorf) and for
gauges in the upper part of the Moselle River basin (e.g., Custines) the simulation quality increases
when the high-resolution grid is used.

For gauges with intermediate and large catchment sizes in the lower parts of the Moselle River, only
very small improvements result from the usage of the high-resolution model. This is not surprising
since in these cases the low-resolution model already yielded very high model efficiency values.

The mean values for the hydrologic deviation parameter show the same tendency (Table 4-3). Espe-
cially for gauges with small to intermediate catchment size, lower values of the hydrologic deviation
are reached. The mean values of the hydrologic deviation for results of the high-resolution model of
about 7 % or less indicate “good” simulation results (Schultz, 1967). The coarser model leads to simu-
lation results for these gauges with mean values of up to 10 %.
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Table 4-3: Hydrologic deviation [%] of the Moselle model with different grid resolutions and interpo-
lation procedures (means of 6 gauges according to Table 4-2).

1 km by 1 km grid 14 km by 14 km grid =
[ =

Dec Feb Nov: Feb | Oct Dec| M1 | Dec! Feb Nov Feb Oct Dec| M2 E S

93 95 96 @ 97 @ 98 99 93 1 95 1 96 97 0 98 | 99 = =
Geostatistical interpolation 2

M3|17 29 41 18 73 56 |39|42 53 74 23:8797]|63|-23]|-597

Inverse-Distance-Interpolation

M4)16 31 39:16:68 53|37 |37 :44:77 1,927,7 9,0 (56]-1,9|-505

01,02 0302 05:03|02{05 09 -03 04 0,1 0,707 M3-M4

Comparison model grid T

51-65 60 116 70 49|49 127 165 -37 17,0 11,5 67 [10,4| (M3-M4)/M3 [%]

Comparison interpolation procedure T

M (M1, M2, M3, M4): Means

5 CONCLUSION

The investigation shows that grid-type flood forecast models based on the program system LARSIM

lead to valuable simulation and forecast results for gauges in the Moselle basin. Independent of the

used precipitation interpolation method or the grid dimension, high values of model efficiency were ob-

tained. Only a few simulations resulted in model efficiency values below 0.7. Analogously, values of

hydrologic deviation are in most cases below 10 %. It is likely that data insufficiencies of measure-

ments at the level gauges caused a major part of the few weak simulation results. The model simu-

lations perform the best for gauges with large catchments. But also for relatively small catchments,

reliable simulations and forecasts could be modeled using the high-resolution model.

On top of the improved simulation quality, the high-resolution model provides further advantages:

e Simulations for small catchments are possible as for instance at the gauge Nalbach/Prims, which
could not be modeled using the coarser grid model structure.

e Additional points in the river network (gauges, catchments, or new forecast points) can now be incor-
porated easily and with great accuracy.

 Improvements through the use of the high-resolution model can further be expected by higher spa-
tial resolution of precipitation measurements and next-generation precipitation forecast models.

e Perspectively, even short-term warnings with respect to local flood events as a consequence of con-
vective storms seem possible.

e The 1 km x 1 km grid structure allows an adaptation of the model to a continuous water balance
model which can be a realistic base for assessment of land use and/or climate changes as well as
for large-scale high-resolution water quality modeling.

The geostatistical precipitation interpolation method did not result in a decisive improvement of simu-
lation quality compared with the simpler inverse-distance-interpolation. However, more rainfall stations
were available for the simulations compared to the operational use. And additionally, the loss of single
stations in operational use has to be taken into consideration. Keeping this in mind, the geostatistical
precipitation interpolation method might still be capable of outperforming the inverse-distance-inter-
polation and thereby increase the simulation quality in the operational use. Therefore, LARSIM is app-
lied using the geostatistical interpolation method at the flood forecast center in Trier.
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SUMMARY

The determination of peak flood discharges in small torrential catchments in many cases only relies on
simple estimation formulas as no flood record data is available and simulation models are too expen-
sive in their application. Many such estimation formulas have been proposed by different authors but a
systematic testing in small catchments was not carried out up to now in Switzerland.

In the present paper the results of tests carried out for more than 12 such formulas are described. The
tests have been carried out with runoff data from seven small torrential catchments with areas bet-
ween 0.5 and 3.5 km® where time series between 25 and 95 years have been available.

More than 50 % of the tested formulas had to be classified as unsuitable for estimating peak flood
discharges in small torrential catchments. As no single formula is reliable under all conditions an
approach combining the five most reliable estimation formulas is described and proposed for future
peak flood estimations.

Keywords: peak flood discharge estimation, estimation formulas, flood generation

1 INTRODUCTION

The estimation of peak flood discharges is essential for hazard mapping as well as for the design and
planning of protective measures in torrents. For larger rivers, long time series of stream flow data pro-
vide a base from which peak flood values based on the statistics of extremes can be derived. In small
torrential watersheds, such time series are generally not available. Therefore, the peak flood dis-
charge needs to be estimated by a hydrologic model or by a simpler flood estimation formula. Klein-
dienst and Forster (2000) show that a carefully parametrised hydrological model does not necessarily
produce much better results than a simple estimation formula, but that is much more time consuming
in it's application. Therefore in common practice mostly simple estimation formulas are applied, that
are easy to use and allow a quich estimation of peak flood values.

As WSL has a longterm tradition in advising engineers with regard to determine peak flood discharges
in small torrential catchments, many of these formulas have been tested in the last years. In the pre-
sent paper the results of the testing of about 12 formulas are described briefly. Most of the known esti-
mation formulas have been developed to determine peak flood discharges only and cannot provide a
flood hydrograph. As in many small torrential catchments sediment transport is an important factor, a
flood hydrograph is essential for assessing sediment transport problems. For this purpose a new for-
mula has been developed and included in the tests. It is the main purpose of this paper to propose a
method to estimate peak flood discharges in small torrential catchments based on the experience
gained during these tests and in many other projects.

For this purpose first the data base available for testing will be described. Then the result of a pre-
liminary test excluding the most unreliable formulas is briefly described. The five remaining ap-
proaches are then described as basis for the presentation of the detailed analysis, resulting in the
proposition of a method combining the five estimation formulas. Final discussion and evaluation of the
results conclude the paper.

2 METHOD AND MATERIAL

2.1 Data set used for testing of estimation formulas

The tests have been carried out in seven catchments where discharge has been measured for 22 up
to 95 years. They are all situated in the Swiss subalpine belt. Erlenbach and Vogelbach are part of the

Alptal valley, while Rappengraben and Sperbelgraben belong to the Emmental region. These four
catchments pertain to the central part of the subalpine belt. Rotenbach and Schwéndlibach are close
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to the Schwarzsee region and are part of the western belt, whereas Rietholzbach in the lower part of
Toggenburg belongs to the eastern part of the Swiss subalpine belt. The main characteristics of these
catchments are given in Table 2-1.

Table 2-1:  Main characteristics of the test catchments-

Test series area mean geclogy water | forested
altitude logging

[years] [km®] | [m.a.s.l] [%]
Erlenbach 22 0.75 1350 flysch yes 40
Vogelbach 26 1.55 1360 flysch yes 65
Rappengraben 95 0.6 1140 molasse yes 35
Sperbelgraben 85 0.55 1060 molasse no 95
Rappengraben 95 0.6 1140 molasse yes 35
Rotenbach 45 1.65 1450 flysch yes 15
Schwéndlibach 45 1.4 1440 flysch yes 30
Rietholzbach 23 3.2 800 molasse yes 30

The evaluation of the quality of a flood estimation method for a chosen return period can only be
achieved in catchments with longterm series of discharge measurements. The statistic extrapolation of
the corresponding measured data served as reference values. In the catchments with times series of
>25 years the annual maximum flood approach (AMF) was applied for flood frequency analysis. In the
two other cases the peak over threshold method (POT) was used.

2.2 BResults of preliminary testing

In earlier WSL projects different types of flood estimation formulas such as regression procedures,
empiric and conceptual methods as well as approaches basing on the rational formula have been
tested. Five of these methods were labelled as unsuitable for the reasons described in Table 2-2. The
methods to be recommended to the practical engineer are to be parameterised by objectively deter-
minable catchment characteristics. Corresponding to the demands of a new federal law, requiring a
differentiation of the protection objectives, the methods have to give results for varying flood return
periods. Out of the many tested empiric flood estimation formulas, the one that seemed most reliable
was included in the set of five formulas described in chapter 2.3 that has been tested in more detalil.

Table 2-2:  The following flood estimation procedures are labelled as unsuitable for small catchments.

Method Type of Evaluation Literature
method
Sackl regression | The Austrian method developed in the Steiermark | Sackl, 1990

region produces high flood values; for the two
smallest catchments (0.5km®) the estimated 100-
year flood value exceeds the statistically, from
measured data extrapolated value by a factor 2-3
IfK regression | This method produces the most varying results of | Sydler et al.,
all the studied approaches; the formula does not | 1982
produce reliable results for small catchments
Hager conceptual | The procedure has too many parameters which are | Hager, 1989
not objectively determinable, the results for the test
catchments are very inconsistent

TM61 empiric The procedure, developed in New Zealand could | NWSCA, 1984
not be adopted to Swiss conditions without major
changes

Unit-Hydrograph | Black-Box | The assumption of a linear precipitation / discharge | Weingartner,
process for small catchments is very problematic; | 1989

the idea of regional unit-hydrographs is not realistic
for small prealpine and alpine catchments
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Preliminary tests furthermore showed that the tool developed by Barben (2001) for mesoscale catch-
ments does not provide reliable results in small catchments. The reason for this is not to be found in
the formulas included in this tool, but in the fact that all input data are derived from digital information.
As such information is only available in small scale maps, it cannot take into account local variations
that play a key role in small catchments. Up to now the necessary degree of detail can only be ob-
tained with field assessments.

2.3 Description of the most reliable estimation formulas

The following description of the five most reliable estimation formulas evaluated by preliminary tests
intends to give a short overview only. For the application of these formulas in small torrential catch-
ments the mentioned references have to be considered.

2.3.1 The modified Muller formula

Empiric flood estimation formula mostly are based on relations between discharge [Q] and the area [A]
of the catchment. This type of formula aims at the maximum flood without referring to a return period.
As a representative of the numerous empiric approaches, the one by Mdller (1943) seems to be the
most reliable for small catchments:

(1) Qmax:‘q's*lP*Az’s
with:

Qmax. maximum flood [m%s]

Y runoff coet;ficient

A: area [km]

43: fitting factor determined by Muller (1943)

For this study the original approach by Miiller (1943) was modified by estimating the runoff coefficient
v based on a field survey according to the recommendat:ons made in Rickli and Forster (1997). The
approach is meant for catchment areas > 1 km®. For areas between 0.5 and 1 km? it provides conser-
vative values, because A > stands for a numerical value, which exceeds the area A of the catchment.
For catchments with areas smaller than 0.5 km® that approach is inapplicable.

2.3.2 The modified Rational Formula

The most common hydrologic method for computing peak discharge is the so-called rational formula.
Criginally it has been used for the design of drainage systems in urban areas (Chow, 1964). It is assu-
med that the maximum discharge rate is caused by a rainfall event of a duration equal to the time of
concentration. The rational method, currently used by many engineers, is usually expressed in terms
of the following equation (Kleindienst, Forster, 2000):

@) Q(x) = 0.278 *i (Te,x) * ¥ * A [m%s*km?]
with:

Q(x): flood discharge with a return period of x years [m®/s]
I: controlling rainfall intensity [mm/h]

Wi runoff coefficient [ -]

A: area of the catchment [km2]
Te: time of concentration [min]
X: return period [years]

0.278: conversion factor due to the chosen units

The runoff coefficient is to be determined spatially distributed with field surveys according to Rickli and
Forster (1997).

The time of concentration T, defines the controlling rainfall intensity. The time of concentration T, is
calculated as the sum of travel time and wetting delay. The travel time T, is determined following the
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approach of Kirpich (Chow, 1964), depending on the maximum flow length and the average channel
slope. The wetting delay Twening Was suggested by Kélla (1986) and stands for the time needed to wet the
unsaturated soils. At first, a wetting rainfall volume Pyening is determined based on the soil suitability map
(EJPD, 1980) and field surveys. Starting from an estimated concetration time T, the effective value of T,
is determined with an iteration. For this purpose rainfall intensities are determined with the ‘Hydrological
Atlas of Switzerland’ (HADES, 1992) as described by Forster and Baumgartner (1999).

2.3.3 The Taubmann/Thiess/Chow approach

The approach combining the rational formula with a procedure of the U.S. Soil Conservation Service
(SCS) is based on a method, which was proposed by Chow (1962; 1964). The approach allows both,
the determination of the flood discharge and the corresponding hydrograph. The procedure was adap-
ted by Thiess (1975) for the situation in Baden-Wurttemberg and Taubmann (1984) tested the ap-
proach in several medium-sized catchments in Switzerland.

According to Taubmann/Thiess/Chow the rational formula is transformed as follows:

(3) Q,T) =XET) " Y({E,T) " Z({t) * A

ith:

peak discharge with a return period of x years [m3/s]

runoff factor corresponding to the intensity of the effective rainfall, depending on the
SCS curve number [-]

climatic factor representing the ratio of the relevant rainfall intensities in the considered
catchment and in Urbana (lllinois,USA) (Chow, 1962) [-]

peak reduction factor (Z(t)=Q () / Q) [-]

area of the catchment [kmz]

relevant rainfall duration (time of concentration) [h]

return period [years]

HEENM 5 HOE=

Chow (1962) developed the method for rural catchments up to 30 km®. Taubmann (1986) used it for a
catchment up to 300 km?® and for the present study the method was applied to areas between 0.5 and
1 km without causing any obvious trouble.

2.3.4 The Kolla approach

This method as well is based on the rational formula. As a result of a study on runoff production, the

original rational formula was modified as follows (Kdlla, 1986; 1987):

» the remote parts of the catchment do not contribute to the peak discharge; instead of the total area
only the contributing area nearby the channels is considered.

¢ the time of concentration depends widely on a wetting rainfall volume, which is necessary to reach a
predisposition for surface runoff on the contributing area to occur.

According to Kdélla (1986) the rational formula is transformed as follows:

(4) Q (x) = C*[i(Te, X) - f(Te, X)] * Aett * ks + Qa,

(5) with T¢ = Tiravel + Twetting

with

Q: peak discharge with a return period of x years [m*/s]

i controlling rainfall intensity [mm/h]

I leakage to underground [mm/h]

Aeir: contributing area [km ]

Ka: factor considering the dlschar & enhancing influence of a wet soil [-]
Qar: runoff from glaciated area [m/s]

Te: time of concentration [h]

Tuvave:  total travel time from a remote part of the catchment [h]
Tweting: Wetting delay [h]
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% return period [years]
C: constant conversion factor due to the chosen units [-]

The method was developed for the 20-year flood event with a complement to convert the results for a
100-year event. The crucial parameters are the contributing area and the wetting rainfall volume. The
contributing area can be determined based on the cumulative length of the channels in the map at the
scale 1:25'000 or with GIS functions. The wetting rainfall volume is determined with the aid of the sail
suitability map (EJPD, 1980; scale 1:200'000). In small catchments it is in many cases necessary to
modify the contributing area and the wetting rainfall volume with information from field surveys.

2.3.5 The Clark-WSL approach

Within the scope of the WSL project ‘Flood Estimation in Small Catchments’ an estimation procedure
was developed allowing to determine a peak flood discharge and the corresponding flood hydrograph
for a given return period (Vogt et al., 2002).

The presented flood estimation approach is based on the conceptual model by Clark (Koehler, 1976)
which describes the runoff process in catchments as a combination of a linear reservoir and a linear
translation.

The linear reservoir is characterised by the storage constant and is supposed to be at the lower end of
the catchment. The storage constant has the dimension of time and can be understood as the time dif-
ference between the centroid of the inflow and the one of the outflow of the reservoir.

The linear translation, which defines the input function to the linear reservoir, is assessed by a time-
area diagram. Basically, the time-area diagram takes into account the temporal distribution of the rain-
fall, the part of the rainfall which is contributing to the flood and in what temporal sequence the water is
fed into the linear reservair.

The runoff production is based on the time-area diagram and on the zoning of the whole catchments in
hydrologically homogenous subcatchments (Rickli, Forster, 1997). For the numerical computation of
the flood output from the reservoir, Clark used discrete timesteps by applying the Muskingum
procedure (Koehler, 1976).
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Figure 3-1: The 20-year peak flood discharge for seven catchments determined by four different flood
estimation approaches. They are compared to the statistically computed 20-year flood
(hg20exr) resulting from measured data.
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3 RESULTS

These five estimation formulas have been applied in the seven catchments described in chapter 2.1.
For this purpose the necessary parameters have been determined as described by the respective
authors. All important parameters have either been assessed directly in the field or at least a field
verification has been carried out.

In a next step the peak flood discharges with a return period of 20 respectively 100 years have been
calculated with the four estimation formulas allowing this. In Figure 3-1 the calculated 20 year peak
flood discharges are plotted together with the corresponding value determined by statistical methods.
As the modified Maller formula determines a maximum peak flood without reference to a return period,
and as this value exceeds a 20 year flood by far, only the results of four formulas are considered.
Figure 3-2 depicts the results of all five flood estimation approaches for the 100-year flood event in the
same catchments. In this case of the 100-year event the medified Muller approach is also included, even
though it produces a maximum and not a 100-year flood. As a second reference value the so far highest
measured peak discharge is plotted beside the statistically determined value for the 100-year event.

30 T 30
25 - T 25
20 4 + 20

hq100 [m3/s*km2]

Erlenbach Vogelbach Rotenbach Schwandlibach Sperbelgraben Rappengraben  Rietholzbach

\ hg 100 extr = hg max [JMiller = Taubmann 2 Kélla Emod Fliesszeit [ mod Clark \

Figure 3-2: The 100-year peak flood discharge for seven catchments determined by five different
flood estimation approaches. The values are compared to the statistically computed 100-
year flood (hq100s4:) resulting from measured data and the so far highest measured peak
discharge (hQmax).

As statistically extrapolated peak flood discharges are used as a basis to evaluate the quality of an
estimation formula, the quality of these reference values is discussed below, first. The results of the
tests are then discussed for each estimation formula individually. In a next step, a procedure to esti-
mate peak flood discharges taking into account the capabilities and limitations of the different formulas
is proposed.

4 DISCUSSION
4.1.1 How reliable are the statistical extrapolations?

Records of reliable hydrological observations are mostly short and data on corresponding extremes
are very limited. Peak flood discharge estimation by statistical methods therefore requires the extra-
polation beyond the range of observations. Therewith the choice of a distribution function, the consi-
deration of the largest events within the measured time series, the method of parameter estimation
and the length of the time series are open for discussion. Confidence intervals cannot help much in
many cases, because the lower and the upper limit of such an interval are far below respectively
above any reasonable value, determined by any of the mentioned formulas.
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Therefore, beside the statistical arguments, a good knowledge of the catchments and their hydrolo-
gical behaviour is essential for a reliable assessment of the statistical results. In this study, the statis-
tically extrapolated peak flood discharges combined with hydrological knowledge are considered as
important reference values. The two catchments Rotenbach and Schwéndlibach exemplify the pro-
blem very well. Concluding from the hydrological knowledge the two neighbouring catchments show a
far too big difference in the extrapolation results. A part of the difference may be explained by the two
different distribution functions that have been chosen (log Gumbel for Rotenbach and Gumbel for the
Schwéndlibach). Nevertheless the difference remains too large or in other words, the extrapolated
100-year peak flood value for Rotenbach catchment is too high and the corresponding value for
Schwandlibach is rather underestimated.

Even though the time series of the two Alptal catchments Erlenbach and Vogelbach are short, we
conclude from the catchment knowledge that the extrapolated peak flood values for the Erlenbach
catchment are overestimated, mainly because of two extreme events and in contrast underestimated
for the Vogelbach, where big events are lacking.

In the following, the results of the different estimation approaches are discussed and compared with
the hydrologically rated extrapolated peak flood values.

4.1.2 Discussion of the capabilities and limitations of the five estimation formulas evaluated in detail

The modified Miiller formula

Considering that the approach does not aim at the 100-year event but at the maximum flood a rough
evaluation can only be performed for the four catchments Sperbelgraben, Rappengraben, Rotenbach
and Schwéndlibach. Except for Rotenbach the modified approach by Muller produces reasonable re-
sults exceeding the statistically extrapolated value for a 100-year event. For the other time series
which are rather short (see Table 2-1), we used the peak over threshold method (POT). Considering
the above made comments on Rotenbach and the Alptal catchments, we conclude that for these ca-
ses also the modified MUller approach produces plausible results.

The Taubmann/Thiess/Chow approach

This procedure shows a remarkable consistency for the tested catchments: compared to the other
methods the approach by Taubmann/Thiess/Chow provides consequently peak flood values at the
lower end of the bandwidth generated by the different estimation approaches.

The hydrograph is rather a mathematical apportionment of the known discharge volume with a given
peak flow, than a hydrologically justified run of the curve.

For small catchments, the approach produces very small peak flood values. The results could be rated
as a lower limit of the corresponding peak flood discharge.

The Kdlla approach

Taking into account the above made comments on the extrapolated peak flood values for Rotenbach,
Schwéndlibach, Erlenbach and Vogelbach, the Kélla approach produces only partially satisfying
results for the small caichments. Whereas Kolla provides to some extent appropriate results for some
few catchments, it overestimates peak flood discharge obviously in some other cases and under-
estimates them clearly in a last catchment. For small catchments the approach seems to provide
rather variable results.

The modified rational formula

Both, the estimated 20-year and the estimated 100-year peak flood discharge behave in the same
manner in comparison with the corresponding extrapolated values. For Rappengraben and Riet-
holzbach the estimated and the exirapolated value are in good agreement. For Vogelbach and
Schwaéndlibach the modified rational formula seems to overestimate the extrapolated values. Con-
sidering the comments in chapter 4.1.1 however, the results for these two catchments may be accep-
ted as good too. In the cases of Erlenbach and Rotenbach the underestimation can be explained with
the too large extrapolation values discussed above. For the Sperbelgraben catchment this approach
produces rather a lower limit.

As a whole, the modified rational formula approach produces reliable results for the tested small
catchments.
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The Clark-WSL approach

For five catchments, the estimated 20-year peak flood discharge differs less than 15% from the cor-
responding extrapolated value. For Vogelbach and Rietholzbach, the estimated 20-year peak flood
discharge amounts to 150% of the extrapolated value. For the Vogelbach catchment, this result con-
firms the confidence in the Clark-WSL procedure, because the extrapolated value is supposed to be
too small. An analysis of the measured precipitation data of the Rietholzbach shows that the under-
lying precipitation data from the 'Hydrological Atlas of Switzerland' (HADES, 1992) provide too high
values for the Rietholzbach catchment (Vogt, 2001). The difference may be reduced to less than 20%.
For the higher return periods, the differences between the estimated and the extrapolated values
increase but they remain explainable with all the above made comments on the different catchments.
In general, the Clark-WSL approach provides satisfying results.

4.1.3 A combined approach for estimating peak flood discharges

The above discussion of the five estimation formulas shows that none of them is clearly more reliable
than the others. The Miller and the Taubmann/Thiess/Chow formulas do not reproduce the statisti-
cally extrapolated values in most cases. But it looks like as if they had a similar behaviour in all catch-
ments. Taubmann/Thiess/Chow is always underestimating the statistically extrapolated values, while
Muller is overestimating them with the exception of the catchments of the Erlenbach and the Roten-
bach discussed above.

The other three approaches generally reproduce the statistically extrapolated values. However, every
formula produces in one or in the other case a resuilt that is not completely satisfying, e.g. the result of
the Kalla approach is rather high in the Vogelbach, the one of the modified rational formula com-
paratively low in the Sperbelgraben and the one of Clark-WSL is surprisingly high in the Rietholzbach.
In many cases in the research catchments treated in this article, these outliers can be explained and
corrected as described above for the result of the Clark-WSL approach in the Rietholzbach due to ad-
ditional information.

As this is not the case in a practical application in a catchment without measurements, a combined ap-
proach is proposed to determine peak flood discharges in small torrential catchments.

Generally only the three estimation formulas reproducing the statistically extrapolated values are used
(Kélla, modified rational formula, Clark-WSL). It is proposed to calculate the peak flood discharge in a
catchment as the mean of the two highest values out of the three results. However, if one or the other
of these three values is considerably higher respectively lower than the results of the Muiller or Taub-
mann/Thiess/Chow formulas, it is probable that this value is an outlier. The peak flood discharge is
then determined as the mean of the two remaining values. If two or more values out of the results of
the three estimation formulas are considerably below or above the limits described above, a reliable
peak flood value can only be determined with additicnal hydrological studies.

For the results presented above in Figure 3-2, this combined approach means that in the Vogelbach
the result of the Kolla approach should not be considered as it exceeds the result of the Miller formula
by far. The results of Kélla in the Sperbelgraben and of Clark-WSL in the Rietholzbach are considered,
as they are only little above the value of the Muller formula. The respective results are shown with
black bars in Figure 4-1.

As all parameter estimations allow a certain bandwidth it is in many cases not appropriate to present
only one value as a peak flood estimation. To give an honest result it is in most cases more advisable
to present a bandwidth of possible peak flood discharges. The upper and the lower limit of this
bandwidth can be calculated in a similar way as the mean or most probable value described above.
However, for all methods not mean parameters but parameters of the upper respectively of the lower
limit of reasonable values are used. In this bandwidth a peak flood discharge can then be determined
taking into account additional information e.g. on historic events or from neighbouring catchments.
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Figure 4-1: The suggested 100-year peak flood discharge for seven catchments as mean of the two
highest values out of the Kélla, the Clark-WSL and the modified rational formula. None of
these three values is allowed to exceed considerably the value which is provided by the
modified Muller approach. The Taubmann/Thiess/Chow approach represents a lower
boundary value for the peak flood discharge whereas the modified Muller approach gives
an upper limit.

5 CONCLUSIONS AND OUTLOOK

The procedure to estimate peak flood discharges in small torrential catchments presented above seems
to be able to produce reliable results. However, it has to be kept in mind that the procedure could only be
developed and tested with a very limited data set. Therefore in the future additional tests and eventual
modifications will be necessary. This may also include the incorporation of new methods that will be
developed in the future.
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REGIONALISATION OF ANNUAL FLOODS -
AN ADAPTIVE METHOD TO ERRORS AND DATA UNCERTAINTIES
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SUMMARY

Instead of developing one “accurate” estimation method, we propose a methodology combining two al-
ready existing methods for flood discharge assessment. The basic idea of the combination is to define
a weighted average of the proposed models, where the weight of each model is inversely proportional
to the model error. The resulting combination can be considered as a linear empirical Bayes estimator
of the flood quantiles. The model error is here defined as the variance of the residuals between the
“true” quantile estimation and the model estimation (corrected by the bias). It depends on catchment
properties, availability of data and can be determined using weighted least square regression analysis.
By using this type of approach, it is also possible to provide confidence intervals for the “individual”
models and for the resulting combination model. The objective is to define a general framework for
flood estimation, which leads to a “best” flood estimate using all the available information (models,
catchment properties, eventually discharge measurement, etc.). The methodology must also give a
measure of the accuracy of the estimation, especially when only little information is available.

In order to show the potential of the combination method, this paper will present one example made
with two different regional methods, adapted to western Switzerland. The first one is an “index flood”
method, which performs well for bigger catchments (say more than 10-20 kmg) and the second one is
a synthetic rational method, giving more accurate quantile estimates for smaller catchments. As
mentioned above, drainage area plays an important role in the accuracy of guantile estimation with
both methods. Therefore, it was assumed that the variance of the residuals is a power function of the
catchment area, for which the parameters can be estimated using a weighted least square regression.
The first results show that the resulting combination model is an interesting compromise that moves
from the rational method for smaller catchments to the index flood method for bigger catchments.
Moreover, it provides model errors that are generally as small as those of the "best" of each individual
method.

Keywords: regionalisation of floods, empirical Bayes estimators, weighted least square regression, un-
certainty, rational method, index flood method.

1 INTRODUCTION

This paper shows how some statistical tools like empirical Bayes estimators and weighted least square
regression could be useful for flood estimation. This is illustrated with a simple combination meth-
odology of two complementary regional methods applied to Western Switzerland. The first one (pre-
sented in section 3 of this paper) is the “index-flood” method, which performs well for bigger catch-
ments (say more than 10-20 kmg) and the second one (section 3) is a synthetic rational method, giving
more accurate quantile estimates for smaller catchments. An empirical bayesian approach (section 4 of
this paper) allows for the computation of model errors for the “individual” models and a resulting com-
bination model. It provides also a measure of the accuracy of the estimation, especially useful when
only little information is available. The flood estimation improvement of the combination model versus
both "individual" methods is also evaluated in this section. Finally some suggestions of improvement of
the methodology are given in the concluding remarks.
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2 AREA OF STUDY AND AVAILABLE DATA

The area of study includes 42 catchments located in the Western part of Switzerland, covering the
Aare basin, the Swiss parts of the Rhone and Doubs basin as well as the Jura part of the Rhine basin
(Figure 2-1). The catchments with a mean elevation higher than 1500 m (hydrologic regime influenced
by glacier- and snowmelt) have not been considered. The hydrologic data include annual floods series
which length varies between 5 and 80 years. Three specific geographical regions of Western Switzer-
land were distinguished. All available gauging sites where then affected to one of these three regions
(Figure 2-1), with a simple rule presented in Niggli et al. (2001), based on geology and mean elevation.
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Figure 2-1: Location and affectation of the gauging sites to one of the three specific regions defined
for Western Switzerland.

Within each region, floods are produced by different precipitation and runoff processes. The first re-
gion, called "Jura", is a mountainous non-glaciated area where catchments have an average elevation
between 850 and 1500 m. Maximum annual floods occur generally during the winter season with west-
frontal precipitations. They are strongly influenced by karst and slightly by snowmelt. The second
region "Plateau” includes catchments of the Swiss Lowlands (mean elevation ranges from 500 to 850
m) where maximum annual floods are also produced in most cases by winter precipitation, but without
influence of snow and karst. The third region, called "Préalpes”, is typical of steep and impervious
mountainous areas where maximum annual floods are often generated by intense thunderstorms,
occurring during the summer season. As in the case of the "Jura" region, the mean elevation of catch-
ments ranges from 850 m to 1500 m with no glacier-covered areas. Figure 2-2 shows that differences
in flood generation processes for these regions can be highlighted using some statistical properties like
the L-coefficients of variation and symmetry (respectively L-CV and L-CS) defined by Hosking (1990).
The "Préalpes" catchments show high values of both L-CV and L-CS while the "Jura" ones are gene-
rally much lower. The values observed for the region "Jura" are sparse, probably because of the hete-
rogeneity of the hydrological behavior induced by karst effects. The catchment of the “Plateau" region
shows intermediate values. Note that the catchments with an area less than 10 km® have greater
dispersion of the L-CV and L-CS. This can be explained by the much higher variability of the local
specific characteristics at that scale. In that case, variation in flood statistics cannot be explained by the
belonging to a geographical region only.
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Figure 2-2: L-moments diagramme. Only catchments with at least 20 years of measurement are displayed
in this graph. Smaller symbols indicate the catchments with an area less than 10 km’.

3 THE INDEX-FLOOD METHOD (HYDRIF MODEL)

The first method used to produce a given discharge estimate (called HYDRIF model) is the index flood

method proposed by Dalrymple (1960). The key assumption of an index flood procedure is that the

frequency distributions (growth curve) of N sites within a region are equivalent and variations from one

station to another can be represented by a scaling factor. The scaling factor is the mean annual maxi-

mum flood, which is estimated by multivariate analysis. It is required that the regions are homoge-

neous, i.e. the regional growth curves can be considered as representative for all the catchments within

the region. Therefore, to obtain the flood estimate formulation for the HYDRIF model, the following

steps have been successively achieved:

* Homogeneity assessment of the above defined geographical regions

e Determination of the regional growth curves by selecting and fitting an appropriate statistical distri-
bution to the observations

¢ Determination of the mean annual maximal flood as a function of physiographic and climatic catch-
ments characteristics

The homogeneity of each geographical region was tested with a L-moments test defined in Chow-
dhurry et al. (1991). The basic idea of this test is to check for the distance between the L-moments of
each catchment and a "mean” regional value of the L-moments. If only the catchment with an area
greater than 10 km? are considered, then the regions "Prealpes" and "Plateau" are found to be homo-
geneous at a 5% Ievel while the "Jura" is heterogeneous. The incorporation of catchments with an
area less than 10 km® leads to increase the regional heterogeneity in all three cases. That means that
the index flood must be preferably applied for bigger catchments and caution should be exercised for
catchments within the "Jura" region.

Because of its robustness (Cunnane, 1988), the General Extreme Value (GEV) distribution was selec-
ted for determining the different regional growth curves. Parameters are estimated on the basis of pro-
bability weighted moments (Hosking et al. 1985) According to the results of the homogeneity test, only
catchments with an area greater than 10 km were considered for deriving the growth curves. Figure 3-
1 compares the computed regional growth curves and shows significant differences between the 3
regions. For instance, the 100-year flood is almost three times the value of the mean annual flood in
the "Préalpes” region while it is less than 2 in the "Jura" area. It is worth noting, that the growth curve
for the region "Plateau” can be well described with a GEV type | distribution (i.e. a Gumbel distribution).
The relationship between the maximum annual flood and the catchment characteristics was then deter-
mined by stepwise regression. The relevant physical catchment characteristics highlighted by that pro-
cedure are the catchment area, the catchment mean altitude and a variable representing the effect of
the drainage density.
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Figure 3-1: Growth curves for regions "Jura”, "Plateau" and "Préalpes”.

By combanlng the results of step 2 and 3 of the index flood procedure, one can define the specific flood
Hay 1vomie in [I/s/km?] for a certain return period x and for a catchment belonging to a given region A:

) Hg, gvorir =56 Fxp)" EL056. Ap 7063, 4034

where fy mis a growth coefflcsent depending on the region A and on the pericd return x (cf. Figure 3-1),
A is the catchment area in [km ] ALT is the mean elevation in [m] and EL is a factor which expresses
the drainage density. The latter can be defined as follow:

Alm
L

(@) EL=2:

where L is the length of the hydrographic network measured at a 1:25’000 scale. It i is worth noting that
L cannot be accurately measured for very small catchments (say less than 10 km ) because of the
subjectivity in the topographical interpretation of the river network at that scale. The maximum flood
discharge estimates obtained for different return periods by the application of this method are presen-
ted in Niggli et al (2001). The method shows good results for catchments with areas ranging between
10 and 500 km®. Its applicability may however be inadequate for small catchments (less than 10 km )
for which cases the method constantly underestimates the flood quantiles. Other limitations to the ap-
plication of the method are encountered for catchments with significant karstic areas and for catch-
ments outside the range of validity defined in the section 2 of this paper.

4 THE SYNTHETIC RATIONAL METHOD (HYDRAT MODEL)

In order to improve the flood quantiles estimation for small catchments, a synthetic expression of the
rational formula is proposed (cf. Equation (5)). This classical approach was chosen because it is felt
that empirical methods (as the rational formula) could provide a good alternative to statistical regional
methods (as the index-flood), which are suited for region (or groups of catchments) where enough data
are available. This is generally not the case for smaller catchments. Moreover, because of the lack of
data and the greater local variability of the runoff process at that scale, statistical methods may fail to
identify physiographic or climatic characteristics explaining the flood variability. It therefore proposed to
introduce “what we know” about the flood generation process a priori in the model. Of course, the
rational formula is the simplest alternative to statistical methods. Other more sophisticated models
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could be applied in the future. Note that the assumptions, which are requested to apply the rational
formula (spatial homogeneity of the rainfall, as well as the runoff coefficient), restrict its use to smaller
catchments. The HYDRIF and HYDRAT models can therefore be considered as complementary.

The obtained expression, called HYDRAT model, is the result of the combination of two typical rela-
tionships reported in the literature for both the time of concentration and the rainfall Intensity-Duration-
Frequency (IDF) curve. The details concerning the development of the model can be found in Niggli et
al. (2001). The IDF curve is assumed to follow a Montana law with parameters £;(x) and &x(x):

(3) i(x,d) =g,(x)-d=™®

where i(x,d) is the maximum mean rainfall intensity [mm/h] over the rainfall duration d [mn] for the re-
turn period x. £(x) and €2(x) can be estimated using the information given in the Hydrological Atlas of
Switzerland (Jensen et al., 1992) or in the catalogues of extreme rainfall for Switzerland (Réthlisberger
et al.,, 1971,1981,1992). Many formulations of time of concentration found in the literature (Ventura,
Passini, Bransby, Kirpich, NERC presented for instance in Maidment (1993)) can be simplified in one
single expression, where the time of concentration is defined as a function of the drainage area A [km?]
and the mean slope p [m/m]:

@ %:ﬁ{AT
P

where o and [3 are regional parameters. We have chosen to set the parameter having the lowest varia-
bility (@) to 0.5. This value corresponds to the value generally adopted in the literature. By combining
Equations (3) and (4) and the gegeral expression of the rational formula, one can obtain the maximum
specific flood Hgy qvorat in [I/s/km®] for a certain return period x:

£,(x)

(5) qu,HYDRAT =y Cr . ﬁR p—0.5-€2(x) ‘81()(?) . AO'S'EH (x)

where u is a factor depending on the units used in the equation (in this case u=280) and Cr[-] is the
runoff coefficient. The latter is determined as a function of land-cover according to the Swiss norms
SNV (presented for instance in Musy et Higy, 1998). Bris an integrative parameter of all unaccounted-
for physiographic and climatic factors which variability depends on the geographical region defined in
the section 2 of this paper. The adopted value shown in Table 4-1 allows for a well reproduction of the
annual flood distribution.

Table 4-1:  Optimal S values for regions "Jura", "Plateau” and "Préalpes".

Region Br
Prealpes 20
Plateau 30
Jura 75

Unsurprisingly, the application of the HYDRAT model to the region of study shows that the synthetic
rational formula performs better than the HYDRIF model for catchments with areas less than 10 km®>.
For larger catchment areas, the model tends to underestimate the flood quantiles and performs much
worse than the HYDRIF model. Note that there is a domain (between 10 km?® and say 100 km®) where
it is difficult to chose between the two models. Both models perform as well (or as bad), justifying
therefore a combination method. Moreover, the same limitations as the HYDRIF model, concerning the
applicability of the model for catchments with significant karstic areas or outside the range of validity
defined in section 2, must be mentioned. An extensive evaluation of the HYDRAT model is given in
Niggli et al. (2001).
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5 THE COMBINATION METHOD

Given the complementary performance of both presented methods, a combination of the two methods
is proposed. This issue is addressed by the use of an empirical Bayes approach (EB) that combines
the estimates given by the individual models. The HYDRIF estimate is used to construct the prior
guantile distribution and the HYDRAT estimate is used to build the likelihood function. The EB ap-
proach was selected in order to avoid the need to choose between the two methods, while generally
offering an additional gain in precision. If the prior and the likelihood distributions are normal, the
posterior distribution will also be normal. The mean Egs(HCQ,) and the variance Ves(HQ,) of the com-
bined estimation is then:

®) Epp(HQ, )= p-Epyprar +(1= D) - Egyprir
V -V
(7) VEB( HQx = HYDRAT ¥ HYDRIF
Vavorar +Vayprir
with:
V
(8) p= HYDRIF

Vivorar +Vayprir

Envorar and Enyvorie are the unbiased expected values of HQ, given by respectively the HYDRIF and
the HYDRAT models (cf. Equations (1) and (5)). Note that both HYDRIF and HYDRAT models provide
not necessarily unbiased estimated for HQx. This is due to the fitting method that was chosen, as well
as the data availability, at the moment when the models were parametrised. Viyvorar and Vivorir are
the variances of respectively the prior and the likelihood distributions. Note that the estimates obtained
by the models must be obtained independently. The basic idea of this approach is to estimate the
desired quantiles as a weighted combination of the two methods presented above and that the
weights p and 1-p depends on the model error. The model error is here defined as the variance of the
residuals between the “true” quantile estimation (the quantile value if at-site data would be available
for a very long period) and the model estimation (corrected by the bias). According to the previous re-
sults regarding the domain of validity of the model, it is suggested that the variance of the residuals
depends on the catchment area. In order to allow for bias correction and to take into account the effect
of catchment area, the following expressions were therefore defined:

9) Eyoper = @o.moper + 41 moner - HOx mopeL

PMODEL

bia
(10) Vioper =Vo.mopeL - A

where aowope and a; wope. are related to the bias (absolute and relative, respectively) of the regional
individual model (MODEL=HYDRIF or HYDRAT). Vuope: is modelled as the product of a constant term

Vomope. and a scale factor A”’”‘ODELdepending on the catchment area (A). To estimate agmope:, ar.moper
Vomoper and M uopee, resort is made to weighted least squares analysis (Stedinger et Tasker, 1996),
which compares the calculated quantiles (with the model HYDRAT or the model HYDRIF) with the true
ones. The latter are not known but can be estimated from at-site data, which are assumed to be un-
biased. The variance of the at-site estimate must be determined in order to solve the regression mo-
del. This was achieved by considering that the observed annual floods follow a Gumbel distribution, so
that the variance can be estimated by asymptotic theory (Meylan et Musy, 1999).

In order to assess the relative performance of the HYDRIF and the HYDRAT models, we determined
two optimal sets for &g moper » 81moper Vomooer and nuope: by weighted least square analysis for the 42
catchments of the area of study. The residual variance Vumope: (depending on the catchment area)
obtained with Equation (10) can then be compared between both methods. For a particular area, a
high residual variance can be associated to a poor model performance and vice versa. Unfortunately
the solutions given by the weighted least square analysis are not unigue for both models and an addi-
tional criterion must be added. We chose to select the two optimal parameter sets where ap mope. is the
closest to 0 (minimisation of the absolute bias). This option was selected because it ensures consis-
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tent estimations and doesn't change the internal structure of the model. Figure 5-1 shows that Viyprar
is increasing with catchment area, while Viypgr is decreasing. Moreover the relative performance of
the HYDRAT model versus the HYDRIF model is higher when A is less than approximately 10-20 km?
(lower value for Viyyprar than for Vigyprie) and lower for larger values of A.
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Figure 5-1: comparison of the residual variance for the HYDRIF, HYDRAT and combined model.

Figure 5-1 shows also that the combined method (using Equations (6) and (7)) is doing almost as well
as the best of the two methods HYDRIF or HYDRIF for each value of A. In some cases (A between 8
and 20 km?), the combined methods gives even better results than both individual models. However,
the most important point to note is that the combined method always gives moderate value of Vgg while
the Viyprie and Viyprar become unreasonably large for respectively small and big catchments. Note
that in the case of the combined method the two optimal sets agvorie, @1 pyvorie Vo uyorirand n,pyprieas
well as agyyprar , 81nvorar Vorvorar @nd N, pyprar Were re-computed after dividing randomly the total
sample of 42 catchments into two groups of 21 catchments. One group is used for estimating ag ivorir,
aryyvorie Vorvore and Muyvprir, While the other group allows for estimation for the corresponding
parameters for the HYDRAT estimate. This ensures that the parameters of Equations (9) and (10) are
obtained independently, which is a necessary condition.

Figure 5-2 shows the evolution of p with the catchment area. Logically, it shows that the HYDRAT model
has more weight in the combined method than the HYDRIF model for smaller catchments (p > 0.5 for A <
20 km®) and that the contribution of the HYDRIF model becomes more important for larger catchments.
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Figure 5-2: relation between p (see Equation (8)) and the catchment area

505



International Conference on Flood Estimation
March 6-8, 2002 / Berne, Switzerland

6 CONCLUSION

The first results of this empirical Bayesian methodology show that the combination model is an inte-
resting compromise that moves from the rational method for smaller catchments to the index floods
methods for bigger catchments. The combination model gives model errors (or residual variance) that
are generally as small as those of the "best" of each individual method. Moreover, it always gives
moderate value of model errors while the use of the "individual model", index flood method or rational
formula, only, leads to unreasonably large errors for respectively very small or very large catchments.
The methodology presented in this paper has not only the advantage to provide a combination model
reliable for a large range of catchment areas. It also provides the necessary information to derive con-
fidence intervals for the combined and the individual methods, which are very useful for engineering
problems. The parameterisation of the models takes also into account the uncertainty of the observed
flood quantiles, which depend on the preciseness of the available at-site data. For instance observed
qguantiles estimated from longer time series have more weight in the model evaluation than quantiles
estimated from shorter time series.

Further developments will involve investigation into some assumptions made in this paper. For ins-
tance the normality of the residuals between the "true" quantiles and the modelled guantiles must be
checked. A log-transformation of the flood quantiles may be applied instead of working with the quan-
tiles directly. By applying this bayesian methodology, a further general frame of combining different
models for flood estimation has to be considered. Other potential regional models as methods using
simple conceptual models can also be taken into consideration
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SUMMARY

To investigate the current use of flood runoff predictions in complex mountain watersheds by coupled
atmospheric-hydrological modelling, the authors carried out a multitude of combined high-resolution
one-way driven model experiments to reproduce the runoff hydrographs for seven extreme flood
events which occurred in the La%O Maggiore basin between 1993 and 2000. For the Alpine Ticino-
Verzasca-Maggia basin (2627 km®), an area located directly to the south of the main Alpine ridge and
draining from the north into the Lago Maggiore, the grid-based hydrological catchment model WaSiM-
ETH was employed to calculate the runoff hydrographs using two different sets of meteorological input
data: (1) surface observation data from station measurements and from weather radar, and (2) fore-
cast data of five different high-resolution numerical weather prediction (NWP) models (cell sizes bet-
ween 2 km and 14 km).

This paper presents and compares selected results of these flood runoff simulations with particular
attention to the experimental design of the model coupling. The configuration and initialization of the
hydrological model runs are outlined as well as the down-scale techniques which proved to provide an
adequate spatial interpolation of the meteorological variables onto the 500 m x 500 m grid of the
hydrological model. In order to evaluate the various hydrological model results as generated from the
different outputs from the five NWP models, some coupled experiments with “non-standard” NWP
model outputs have been carried out. In particular, the results of these sensitivity studies point to
inherent limits of high-resolution flood runoff predictions in complex mountain terrain.

Keywords: Mountain hydrology, atmospheric-hydrological modelling, flood forecasting

1 INTRODUCTION

In the Lago Maggiore basin, an area located directly to the south of the main Alpine ridge, exceptional pre-
cipitation amounts and intensities lead to relatively frequent flood events with sometimes devastating re-
sults for life and property (Frei, Schér, 1998). In the very last years, several major Alpine flooding events
occurred in this region, such as the “Brig flash flood” (September 1993), the “Piedmont flood” (November
1994), and the “Gondo flood” (October 2000), all together claiming over 100 victims and property damage
amounting to about 30 billions of Swiss Francs (Binder, Schar, 1996, Kleinschroth, 2001).

With these heavy losses in mind, the general public is strongly interested in reliable flood predictions
and warning systems. The traditional way of flood forecasting by hydrological simulations using obser-
ved precipitation data is not practical for most of the Alpine river catchments because of their dynamic
runoff regimes with quite short response times on precipitation events (Petrascheck, 1996). To extend
the lead time between warning and occurrence of a flood event, advanced methods for runoff and
flood prediction are necessary, which make optimal use of the prediction potential of both the hydro-
logical and atmospheric system.

With the aim to test such new methods in mesoscale mountain watersheds, the EU project RAPHAEL, a
project initiated by the Mesoscale Alpine Programme (MAP) (Bougeault et al., 1998), has been started in
1998 to run over two years (Bacchi, Ranzi, 2000). Within this project, meteorologists and hydrologists
worked closely together in order to investigate the current potential of flood forecasting by coupling high-
resolution weather prediction models and distributed hydrological models in complex terrain.

Within RAPHAEL and its post-activities, seven relevant flood events, which occurred in the Lago Maggiore
area between 1993 and 2000 (Table 1-1), were selected for being simulated by passively coupling high-re-
solution atmospheric and hydrological models. The first four cases have been intensively investigated
within the RAPHAEL project, whereas cases 5 and 6 represent two events with heavy precipitation which
occurred within the Special Observation Period (SOP) of MAP (Bougeault et al., 2001). Case 7 happened
to become one of the most heavy and damaging rain-caused flood events that has been observed in the
region around the Lago Maggiore during the last decade (Grebner et al., 2000).
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Table 1-1:  List of investigated events in the Ticino-Verzasca-Maggia basin.

Case Flood event Simulation periods Area-averaged Max. station-observed
No. precipitation precipitation
1 Brig 22-24 Sep 1993 72 h 272 mm 541 mm (Camedo)
2 Locarno 12-14 Oct 1993 72 h 193 mm 315 mm (Maggia)
3 Piedmont 03-06 Nov 1994 72 h 152 mm 357 mm (Camedo)
4 Snowmelt 27-29 Jun 1997 72 h 137 mm 250 mm (Crana-T.)
5 IOP2b 19-21 Sep 1999 72h 172 mm 399 mm (Camedo)
6 IOP3 25-27 Sep 1999 60 h 125 mm 246 mm (Brissago)
7 Gondo 11-16 Oct 2000 144 h 326 mm 695 mm (Simplon)

The coupled meteo-hydrological model experiments were focused on the Swiss Lago Maggiore basin

including the river catchments of Ticino, Verzasca and Maggia (total area: 2627 km®) (Figure 1-1). For

this target area, the distributed catchment model WaSiM-ETH (Schulla, 1997, Jasper, 2001) was
applied to calculate the runoff hydrographs based on different meteorological inputs:

(a) surface observations: (1) from station measurements, (2) from weather radar,

(b) simulation data of five different high-resolution numerical weather prediction (NWP) models: (1)
SM (Swiss Model - Switzerland) (Majewski, 1991, DWD, 1995), (2) MESO-NH (MESOscale Non-
Hydrostatic model - France) (Lafore et al., 1998, Stein et al., 2000), (3) BOLAM3 (Bologna Limi-
ted Area Model version 3 - Italy) (Buzzi et al., 1994, Buzzi, Malguzzi, 1997), (4) MC2 (Mesoscale
Compressible Community model - Canada) (Tanguay et al., 1990, Laprise, 1995, Benoit et al.,
1997), and (5) ALADIN (Aire Limitee Adaption DYNamique - joint international development)
{Bubnova et al., 1995).

100 Kilometer . 30 Kilometer

Figure 1-1: Ticino-Verzasca-Maggia basin showing the locations of the main river gauging stations.

The model experiments were carried out as one-way coupled simulations. For this purpose, atmos-
pheric model outputs were directly taken as input for the hydrological model. The NWP models
provided hourly time series of the following meteorological parameter fields: total precipitation, air tem-
perature, wind speed, air humidity, and surface short wave total incoming radiation or net radiation.

In order to evaluate the efficiency and sensitivity of one-way coupled flood runoff simulations, some
additional model experiments using “non-standard” NWP model outputs were investigated. The sensi-
tivity analyses were focused on the following experiments:

- precipitation parameterization (SM, MESO-NH),

- increased vertical model resolution (SM),

- increased horizontal model resolutions (MC2, ALADIN, MESO-NH, BOLAM3),

- shifting of simulated precipitation patterns (SM),

- size of investigation area (SM, MC2),

- model initialization (SM).
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2  STUDY AREA AND NUMERICAL MODELS
2.1 The Ticino-Verzasca-Maggia basin

The investigated basins of the rivers Ticino, Verzasca and Maggia cover a great part of the Swiss
canton Ticino and draining from the north into the Lago Maggiore. Their total drainage area, which is
controlled by river gauging stations, amounts to 2627 km’. The area is subdivided as follows: Ticino
basin up to the gauge Bellinzona 1515 km? (57.7 %), Maggia basin up to the gauge Locarno-Solduno
926 km* (35.3 %), and Verzasca basin up to the gauge Lavertezzo 186 km® (7 %).

The TICII’IO Verzasca-Maggia basin is strongly determined by high mountain topography. The altitude
ranges between 200 m and 3400 m a.s.l. and mean slopes amount to about 30°. Due to its particular
location and orographic configuration in the overall alpine context, this basin is especially affected by
exceptional precipitation amounts and intensities leading to relatively frequent flood events (Frei,
Schar, 1998, Frei et al., 2001).

2.2 The high-resolution atmospheric models

It is not possible to explicitely discuss five different atmospheric models in this paper, hence a tabular
model overview informs about some characteristic model features, such as individual time and mesh
width strategies (Table 2-1).

Table 2-1:  Nested NWP models in forecast mode. Listed are both the driving models providing the
initial (INI) and lateral boundary (LB) conditions for the subsequent nesting stage and the
final models. The *final” NWP models are characterized by the features “grid spacing”
and “domain” including both the number of horizontal grid points (x-y) and the number of
vertical levels ( z).

NWP model SM MC2 Meso-NH BOLAM ALADIN
Driving EM-ana ® EM-ana (fc) * ECMWF 2 ECMWEF ® ARPEGE ©
model ~ 55 km ~ 55 km ~ 50 km ~ 50 km ~ 50 km
(INl & LB) every 6 hours | every 6 (1) hs. | every 6 hours | every 6 hours | every 6 hours
Subsequent EM-fc & SM Meso-NH BOLAM ALADIN-L. *
nesting stage ~ 55 km ~ 14 km ~ 50 km ~ 35 km ~ 12 km
(LB) every hour every hour every 3 hours | every 3 hours | every 3 hours
Final NWP SM MC2 Meso-NH BOLAM ALADIN-V. ¢
model ~14 km ~ 10 km ~ 10 km ~ 10 km ~ 10 km
(145-145-20) (171-171-25) (100-100-45) (130-120-36) (133-117-31)
Operat. used? Yes® No No No Yes
Further 40 z-levels, ~3km ~ 2 km ~3.5km ~ 4 Km
experimental | prec. param., (350-300-50) (100-100-45) (145-135-40) (97-97-31)
configurations | model initializ.

a

= “Europa-Modell” of the German Weather Service (DWD) (ana: analysis mode, fc: forecast mode)
(Majewski, 1991; DWD, 1995)

2 global model system of the “European Centre for Medium-Range Weather Forecasts”

¢ global model system of the French climate community (Meteo-France): “Action de Recherche
Petite Echelle Grande Echelle”

f ALADIN-LACE, ALADIN-VIENNA

for the period 1994-2001

2.3 The hydrological model

The employed Water Flow and Balance Simulation Model (WaSiM-ETH) is a fully distributed
catchment model using physically based algorithms for most of the process descriptions. For instance,
the model uses a combination of an infiltration approach after Green and Ampt (1911) with estimation
of saturation time after Peschke (1987), including the Richards equation (Richards, 1931, Philip, 1969)
for the description of the soil water fluxes in layered soils.

Originally, WaSiM-ETH was designed for sensitivity studies regarding the effects of climatic changes
on the water balance and runoff regime of pre-alpine and alpine river catchments (Grabs, 1997).
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Various model applications covering catchment sizes from 3 km?® to 145000 km® have demonstrated
its capabilities in addressing different hydrological problems, such as the development of appropriate
strategies for sustainable water management in arid and semi-arid regions (Schulla et al., 1999), the
simulation of glacier melt and glacier runoff in partly and heavily glacierized high-alpine catchments
(Klok et al., 2001), and the validation of runoff and its components in mountainous watersheds (Gurtz
et al., 2002).

WaSiM-ETH can be employed for continuous as well as event-based simulations. Depending on the
available input data and the type of hydrological situation, the model simulates the runoff regime of
river catchments in virtually any spatial and temporal resolution. Since the quality and availability of
model input data can vary strongly between river basins, WaSiM-ETH and most of its submodels offer
various methods with different data requirements to calculate the requested outputs. The minimum
amount of input data required to run the model are precipitation and temperature, as well as gridded
information on soil properties, land-use and topography.

3 EXPERIMENTAL DESIGN
3.1 Calibration and validation of WaSiM-ETH

In order to calibrate and validate the hydrological catchment model WaSiM-ETH for the target area,
extensive data of surface observations from 51 climatological and 12 hydrometric stations have been
made available by MeteoSwiss and the Swiss National Hydrological and Geological Survey, respec-
tively. Since the natural river flows in the catchments Ticino and Maggia are strongly affected by hy-
dropower companies and river flow control structures, these impacts had additionally to be taken into
account for the hydrological simulations. Unfortunately, only daily values of lake levels, lake volume
changes, diverted water flows and redistributed inflows could be made available by the corresponding
Swiss hydropower companies. Based on this data pool, continuous observation-driven runoff
simulations were carried out in hourly time steps and in a horizontal grid resolution of 500 m x 500 m
for the periods 1993 to 1996 (calibration period) and 1997 to 2000 (validation period), respectively.
The analysis of the model results as achieved shows a generally good agreement between the obser-
ved and simulated runoff hydrographs, both in periods with low and in periods with high runoff dyna-
mics. The calculated values for the catchment water balances as well corresponds to values and
maps as given in the Hydrological Atlas of Switzerland (FOWG, 2001).

3.2 Coupling strategy

The atmospheric and hydrological models have been passively coupled without any feedback
interactions. For this purpose, the atmospheric model provided its output data for the hydrological
model with an updating interval of one hour. Both models used their own scheme of hydrological pro-
cess description (Benoit et al., 2000).

The hydrological catchment model WaSiM-ETH generated the runoff simulations in the target area for
each of the river basins Ticino, Verzasca and Maggia separately. In order to improve the basis of com-
parison between the model results as produced by the different experiments, the basin-specific output
variables calculated by WaSiM-ETH were not separately analysed, but they were added up and ac-
cordingly assigned to the total Ticino-Verzasca-Maggia basin (2627 km ) By means of this procedure, it
was taken into account that a NWP model has an expected skill at horizontal wave lengths of about 4-Ax,
where Ax is the grid spacing. In case of a NWP model with Ax = 10 km, the area, used for the validation
of the passively coupled model runs should normally not be smaller than 1600 km®.

Two different down-scaling techniques were selected which appeared to be of sufficient accuracy to
spatially interpolate the meteorological variables onto the 500 m x 500 m grid of the hydrological
model: A combined altitude-dependent and inverse distance weighting interpolation scheme was ap-
plied to interpolate the irregularly distributed surface observations, whereas the gridded parameter
fields of the NWP models were down-scaled by using a bilinear interpolation technique.

It is worth noting that the parameter settings for WaSiM-ETH as derived from the model calibration
and validation have not been changed for the coupled and uncoupled flood runoff simulations. The
initial conditions for the last-mentioned model runs were always taken from the continuous observa-
tion-driven runoff simulations.
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3.3 Observation data as validation tools

The quality of the simulation results can be evaluated by comparisons with observation data. Accor-
ding to the importance of precipitation for the generation of flood events, precipitation observations
from surface stations and weather radar were compared with the results of NWP model simulations.
These comparisons considered in particular the following precipitation characteristics: (1) spatial pat-
tern, (2) temporal distribution, (3) intensity, and (4) amount. In addition to precipitation, runoff mea-
surements at the outlets of the Ticino, Verzasca and Maggia river basins were used to validate the
short-term model runs.

Radar-derived precipitation data: The Monte Lema radar, one of the operational Swiss weather radars,
was used to provide high-resolution precipitation fields (cumulated rainfall over one hour, grid spacing
1 km x 1 km, differentiation of 15 rain rate levels) as input for the hydrological flood simulations in the
investigated river basins. The doppler type radar is located on top of Monte Lema (1625 m a.s.l.) on
the east side of Lago Maggiore and covers the nearby mountain region of Switzerland and ltaly (Joss
et al., 1998).

4 CASE STUDY EXAMPLES OF COUPLED FLOOD SIMULATIONS

In the following, some examples of flood forecast simulations are briefly presented and discussed. The
examples reflect quite well the main features found in most of the model experiments. Hence, they can
be assumed to be representative.

4.1 Piedmont flood episode (November 3-6, 1994)

Heavy precipitation occurred when a prefrontal low-level jet impinged upon the local orography and
uplifted warm and moist air along the south Alpine slope. High-intensive rainfalls exceeding 200
mm/day could be recorded at several stations in the area around Lago Maggiore. Especially, in the
region of Piedmont in northern Italy (located SW of Lago Maggiore), precipitation peaks of about 300
mm/day were recorded, e.g. 314 mm/day on the 5th of November 1994 at the Oropa rain-gauge
station (Buzzi et al., 1998).

Figure 4-1 presents selected results of the ,,Piedmont” forecast experiments. The calculated graphs for
average precipitation and corresponding runoff show a remarkable big spread over most of the time of
the simulation. The BOLAM, MC2 and SM driven model runs produce similar results and achieve quite
a good forecast of the main runoff peak. Even if the peak is predicted slightly too high and also a little
late (time lag of about 2-6 hours), from the practical point of view, these flood forecast experiments
can be rated as successful. However, evident deficiencies in the forecast occur during the first half of
the episode, where the predicted totals of precipitation are too high.

Rather different from these model results are the results obtained by the Meso-NH forecast-driven
model runs. Figure 4-1 reveals that the Meso-NH model produces much too little precipitation for the
target area. Obviously, the location of the predicted precipitation centres was not accurate during the
time before the runoff peak. This speculation is strongly supported by the spatial precipitation patterns
presented in Figure 4-2. Due to underestimated precipitation amounts, the predicted Meso-NH runoff
hydrograph shows a completely different shape as compared to the observed one and does not allow
a successful flood prediction.

As expected, the radar-derived precipitation shows a better timing, but precipitation amounts are clear-
ly underestimated for the time around the station-observed precipitation peak. Consequently, the pre-
dicted runoff peak is simulated too small. It is likely that the radar observations were affected by diffi-
culties during the most important time of the episode.
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Figure 4-1: Piedmont flood episode. Area-averaged precipitation and resulting flood runoff for the
Ticino-Verzasca-Maggia basin. Forecast mode.
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Figure 4-2: Spatial distribution of 12-hour precipitation totals of radar and forecasts (from 5 Novem-
ber 1994, 12 UTC to 6 November 1994, 00 UTC). Filled circles: 12-hour observations.
Black symbol in radar panel: location of weather radar.
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Figure 4-3 indicates that the spatial precipitation patterns are reflected quite well by all NWP models.
The precipitation centres are mostly located in the Verzasca-Maggia area and approximately match
the observations. Nevertheless, it becomes also obvious that the predicted precipitation patterns are
too less structured.

Obs

precipitation

stiffacs statons
146 i

Fc Fc

04 AD y MC2
16 mm 205 mm

RO AM

MESONH
10€ mm

sM
177mm

Figure 4-3: Piedmont flood episode. Comparison of 72-hour accumulated precipitation fields over the
Ticino-Verzasca-Maggia basin (500 m x 500 m) resulting from downscaled precipitation
observations (Obs) and simulations (forecast mode).

4.2 Geometric-ensemble SM forecasts

A sensitivity study with respect to the relative positioning of the simulated precipitation patterns was
carried out for the Piedmont flood episode. For this purpose, the precipitation fields as predicted by the
operational SM forecast were repeatedly shifted each time by one grid cell (14 km x 14 km) to north,
east, south and west, respectively (Figure 4-4). The shifted patterns were then used as precipitation
input for the WaSiM-ETH runoff simulations.

The results clearly indicate that the displacement of the precipitation patterns has considerable conse-
quences on the development of flood runoff peaks in mesoscale areas like the Ticino-Verzasca-Mag-
gia basin (Figure 4-5). North and east shifts lead to a slight increase in peak runoff of about 10%,
whereas south and west shifts decrease precipitation amount and peak flow more clearly by about
30%. The general characteristics of the runoff hydrograph, however, remain the same for all cases of
this experiment.
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Figure 4-4: Piedmont flood episode. 72-hour precipitation sums of the SM ensemble forecasts for the
Ticino-Verzasca-Maggia basin as spatially interpolated on the hydrological model grid.
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Figure 4-5: Piedmont flood episode. Area-averaged precipitation of geometric ensemble forecasts of
the SM with repeated one grid cell shifts of the SM cutput to east (E), north (N), south (S),
and west (W), and resulting flood runoff for the Ticino-Verzasca-Maggia basin.

5 DISCUSSION

One-way coupled atmospheric-hydrological flood runoff simulations have been carried out in complex
mountain watersheds at the hydrological mesoscale. The results obtained from these experiments are
encouraging and indicate that this modelling technigue is likely to become an advanced flood forecas-
ting tool in the near future. At the present stage of research, further efforts are necessary in particular
towards an improved consistency of the forecasting results. The forecast quality sometimes consider-
ably varies between selected flood episodes as well as between the different NWP models. The simu-
lation results do not provide a clear indication whether any of the involved NWP models (standard
mode) is definitely superior in predicting precipitation for the target area.

The SM forecast generally tends to overestimate the precipitation amount, especially with high pre-
cipitation peaks. Probably due to orographic forcing, these peaks often occur at one or at a few grid
points. With respect to the target area, the SM tends to produce two such local precipitation centres
(“grid point storms”), one over the Verzasca catchment and the other one over the eastern Ticino area.
Nevertheless, the general positioning of the SM precipitation forecast is quite accurate in most of the
investigated cases. Compared to the SM, the MESO-NH model apparently has more difficulties in
correctly predicting precipitation patterns for the area of investigation. The BOLAM and MC2 model,
which use a much more smoothed orography than the SM and MESO-NH model, produce quite
similar precipitation forecasts with a tendency towards underestimating precipitation amounts.

In general, it is shown that the NWP models produce less intermittent precipitation sequences in
comparison to the observed precipitation rates. They tend to simulate more "bulky" precipitation peaks
which might be related to the precipitation parameterization schemes that are used in most of the
considered NWP model configurations (convection process is parameterized and not explicitly resol-
ved). This often leads to deviations in the simulated runoff hydrographs with respect to timing and
amplitude in comparison to the measured runoff.
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The experiments have revealed that precise quantitative precipitation forecasts are an absolute prere-
quisite to successful flood forecasting. This point becomes even more accentuated for alpine water-
sheds with their relatively short runoff response times on rainfall. The study results make clear that the
NWP models must predict the precipitation as accurately as possible with respect to timing, intensity,
amount, and spatial distribution. The results show that relatively small errors in rain storm tracks, in
areal extent or in precipitation amounts can easily lead to large errors in the computed runoff
hydrographs. In this context, the authors particularly refer to the results of sensitivity experiments
(Jasper, 2001) and the inaccuracies introduced by downscaling of precipitation from NWP models.
Moreover, it has to be recognised that successful flood forecasting in alpine and high-alpine water-
sheds is often closely linked to accurate predictions of the air temperature. Here minor deviations to
reality can have strong effects on the snow/rain percentage of total precipitation and on snow melt
during flood events. For the investigated flood episodes, a so-called “snowmelt-runoff-ratio” has been
estimated to be between 2 % (“Brig event”) and 40 % (“Gondo event”) for the target area.

Like the coupled atmospheric-hydrological model experiments, the radar-driven flood runoff simula-
tions show quite significant differences in quality from case to case which might be mainly caused by
the extreme orographic situation in the target area. The investigated watersheds are located in very
steep and rugged mountainous terrain which poses special difficulties to radar measurements (ground
clutter, beam blockage, vertical reflectivity profile, etc.). The spatial structure of the radar-derived pre-
cipitation fields allows, of course, to indentify such problematic zones in the investigation area (Ticino
catchment). Nevertheless, whenever possible, radar observations should be integrated into the pro-
cess of flood forecast as a qualitative validation tool because of its comparatively great potential in
describing the fine spatial and temporal structures of rainfall fields.

The simulation results of the passively coupled forecasting experiments illustrate that the future impro-
vements mainly depend on the further development of the NWP models. Only if the atmospheric mo-
dels can be significantly improved with regard to their process modelling at all scales of model nesting,
especially during extreme storm periods, we could expect to produce more consistent and reliable
flood runoff forecasts. However, the natural inherent limits to predictability of rainfall events should
also be kept in mind. The weather is a chaotic dynamic system. Small differences in the initial condi-
tions can lead to big differences in the predicted synoptic constellation. For this reason, it is evident
that even a “perfect” high-resolution NWP model does not necessarily produce good precipitation
forecasts, especially in high mountain terrain.
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FLOOD ESTIMATION BUENZ VALLEY, SWITZERLAND
PRACTICAL USE OF RAINFALL-RUNOFF MODELS

Donat Job, Max Humbel, Dieter Miiller and Jacques Sagna

Colenco Power Engineering Ltd., Mellingerstrasse 207, CH-5405 Baden, info@colenco.ch

SUMMARY

Between 1994 and 2000 Colenco Power Engineering Ltd. completed various flood studies for the
Bilnz Valley in the Canton Argovia, Switzerland. During the past decade several extreme floods occur-
red, leading to major damage at different key locations. The planning of various flood protection mea-
sures and their realisation in the Blinz Valley is currently entering the final stage. Therefore, the State
Department has decided to enhance evaluations made for flood assessment prior to the completion of
the flood protection works.

Within a general hydrologic, hydraulic and environmental assessment of the whole valley the main
issues to be discussed here are the elaboration of flood hydrographs with various return periods at
different key locations along the Blnz River and its tributaries. Furthermore, the performance of two
planned flood retention basins, “Drachtenloch”, final design stage, and “Nidermoos®, feasibility phase,
was evaluated.

To address the above issues, a rainfall-runoff model was established by using the U.S. Army Corps of
Engineer’'s Hydrologic Modelling System (HEC1/HMS). For model calibration and validation, the flood
events of 1987, 1991 and 1999 were used. Thereby, the flood occurring in 1999, was of particular
importance. Since at that time the discharge of the Biinz River and its tributaries was measured at 6
key locations, a sound data basis for model calibration was available.

In addition to the HEC model, the new software Faitou, recently developed at the Laboratory of
Hydraulic Constructions of the Swiss Federal Institute of Technology in Lausanne, was also applied to
a portion of the watershed. In this model, flood generation is based on the 2D kinematic wave equa-
tions over the watershed topography, coupled with a hydrodynamic modelling of the river network.

Keywords: Practical Use of Rainfall-runoff Models for Flood Discharge Assessment, Model Calibration

1 INTRODUCTION

The Binz valley is located in the Canton Argovia in the Midlands of Switzerland. After the confluence
of the two creeks Rueribach and Aspibach south of the village of Muri, the main river Biinz flows some
25 km in northern direction to join the Aabach just upstream of its confluence with the Aare River. On
its western side, the Blnz valley is separated from the Seetal valley by the Lindenberg, whereas on
the eastern side, a low ridge of moraines separates it from the Reuss valley. The watershed of the
BUnz comprises a total area of some 123 km” at its confluence with the Aabach at Wildegg.

At the beginning of the 19" century large portions of the swampy Binz valley were canalised and
drained. The main goal at that time was the amelioration of the agricultural land. At the same time, a
mitigation of the flood situation of the frequently inundated valley could be achieved.

Since then, land use by agriculture, settlement and industries were intensified. At the same time, flood
protection requirements became more urgent. Frequent inundation at bottlenecks along the river
course called for protection measures. In the seventies, a number of larger and smaller measures
were studied and partly implemented. The most prominent example was the construction of the Greuel
flood retention basin upstream of the town of Muri in the early eighties, which was designed by
Colenco and proved to be successful (Meier, Roggwiller, 1985; Roggwiller, 1985).

In the course of the past decade, environmental and ecological aspects became increasingly inte-
grated in the realisation of flood protection works. Within this context, Colenco, commissioned by the
State Department of Construction, has conducted extensive studies for the Blinz Valley between 1994
and 2000 (Colenco, 1994; 2000). The motive of the studies was primarily given by the occurrence of
several extreme floods in 1994, 1995 and 1999, leading to major hazards at different key locations.
The main issues of the latest stage of the hydrology studies comprised an examination of flood
hydrographs with various return periods at 8 different key locations along the Biinz River and its tribu-
taries and the evaluation of design flows relating to the current flood protection works in the villages of
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Othmarsingen and Moriken. Furthermore, the performance of two planned flood retention basins,
“Drachtenloch”, final design stage, and “Nidermoos”, feasibility phase, was evaluated.

To address the above issues, a rainfall-runoff model was established with by using the U.S. Army
Corps of Engineer's Hydrologic Modeling System (HEC1/HMS) (US Army Corps of Engineers, 1981;
2000). In addition to the HEC model, the new software Faitou, developed recently at the Laboratory of
Hydraulic Constructions of the Swiss Federal Institute of Technology in Lausanne (Dubois et al.,
2001), was also applied to a portion of the watershed.

In the following, this contribution presents the results of the study. Emphasis is put on the modelling
procedure.

2 HYDROLOGIC CHARACTERISTICS OF THE CATCHMENT AREA
2.1 Main Characteristics

The highest elevation of the drainage area is the above mentioned Lindenberg with around 880 m a s |.
whereas the lowest altitude at the confluence of the Blnz with the Aabach amounts to 350 m a s I. Ac-
cording to these conditions, even the highest areas are not covered permanently by snow during winter.
Consequently, snow-melt is only playing a minor role for discharge formation. All the major tributaries of
the Blnz origin from the westem hill slopes (Figure 2-1).
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Figure 2-1: Watershed of the Buenz River. Rainfall and discharge gauging stations

|
i
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Both sides of the valley are only gently sloped. They are covered either with forest or used for agri-
culture. The valley bottom is characterised by amelioration works. Therefore, the Blinz is mainly kept
in a straight course with a trapezoidal cross section from Muri up to the river mouth at Wildegg. The
agricultural areas are largely drained with the Blinz as the receiving water.

The long-term precipitation lies between 1000 and 1200 mm/y. Such values are typical for the Mid-
lands of Switzerland along the Aare River. The mean specific discharge in the Blinz and its tributaries
varies between 12 and 17 I/s/km?, again typical values for such regions. The mean annual run-off co-
efficient is about 0.5.
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2.2 Rainfall Data

One of the first steps in the modelling process involved the evaluation of rainfall data in view of model
calibration. Thereby, hourly precipitation data at 6 nearby locations were collected. These stations are
operated by the federal and local government.

The flood event occurring in May 1999 was of particular importance. An extremely heavy rain yielded the
highest monthly total in the lower Binz valley since 1901. At Buchs-Suhr, on May 12 1999, 115 Vm?
were recorded within 24 hours. The return period of such intensities correspond to about a 100 year
event. Furthermore, this rainfall followed a wet and rainy April. As a consequence of an already soaked
soil left, distinct discharge peaks in the Bunz occurred immediately after each heavy pour of rain.

2.3 Discharge Data

The discharge of the Bunz River and its tributaries is measured at 6 gauging statlone operated by the
local government These are: Katzenbach at MUI‘I (4.5 km®), Bunz at Muri (14.8 km %), Wissenbach at
Boswil (11.7 km ) Bunz at Wohlen (53.1 km ) Holzbach at Villmergen (23.6 km ) and Bunz at Oth-
marsingen (110.6 km) Since at all these stations data were available for the investigated flood
events, a sound basis for model calibration was at disposition.

As can be expected, the heavy rainstorm on May 1999 resulted in corresponding large floods W|th an
unusual long duration (around 2 days). In Othmarsingen, for example, a flood peak of 69.1 m%s was
measured. It was the highest discharge ever recorded since the gauging station was installed in 1957.
The flood in May 1999 was about a 100 year event, as it is the case with the related rainfall.

3 THE RAINFALL — RUNOFF MODEL HEC1/HMS
3.1 General

As pointed out in Section 2.3, a dense monitoring network is operational in the watershed. However,
long term data were available only for one gauging station (Othmarsingen, 1957). All others stations
became operational after 1980. As a consequence, such data do not allow for a reliable determination
of floods with larger return periods (50 years, 100 years) on a purely statistical basis. This fact was
one of the reasons, why a rainfall runoff model was developed.

Furthermore, a hydrologic model has the advantage to allow for the determination of flood hydro-
graphs at any desired location according to the project needs. The final objective of the project was
the elaboration of flood protection measures. For instance, the application of a model offers an effi-
cient way of investigating the behaviour of flood retention basins.

Basically, the modelling procedure involved the following steps: First, estimated values for the hydro-
logic characteristics were applied to the mathematical model. An important second step was the model
calibration, where an optimum set of model parameters is sought based on different measured flood
events (known discharge and rainfall data, preferably at different locations representing different
hydrologic conditions). A third step in this case involved the elaboration of hypothetical design storms
and their model application in order to investigate different alternatives.

3.2 Choice of the Model

Watershed runoff processes are complex and comprise an important part in the field of engineering
hydrology. Today, a large variety of mathematical models exist to simulate these processes with vari-
ous degree of complexity. Rainfall runoff models are used for different purposes. On one hand, for ex-
ample, there are continuous models, simulating a longer period and predicting watershed response
both during and between precipitation events. On the other hand, an event model simulates a single
storm only, where the duration of the storm may range from a few hours to a few days. For the Biinz
study, the application of the latter class of models was appropriate.

For such reasons, the HEC1/HMS model was chosen. An advantage of this easy-to-use model is the
fact that it can be applied with a relatively low effort, according to the needs of a project. Furthermore,
this package, being updated continuously by the USCE, is used and verified world-wide by many users.
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3.3 Model Description

The HEC model is designed to simulate the surface runoff response of a river basin to precipitation by
representing the basin as an interconnected system of hydrologic and hydraulic components. A com-
ponent may represent a surface runoff entity, a stream channel, or a reservoir. The representation of a
component requires a set of parameters which specify the particular characteristics of the component
and mathematical relations which describe the physical processes. The result of the modelling pro-
cess is the computation of flow hydrographs at desired locations in the river basin.

The experience gained in the Blnz study showed that the computation of the runoff volumes is clearly
the crucial step in the modelling process. The program package offers a variety of loss models to cal-
culate the complexity of land surface interception, depression storage and infiltration processes. In the
present study it was found that the exponential loss rate model gave the best calibration results. This
is an empirical method which relates loss rate to rainfall intensity and accumulated losses, which are
representative of the soil moisture storage.

4 MODEL CALIBRATION
41 Purpose

The application of rainfall-runoff models require a number of parameters which characterise the water-
shed. As a first step, the value of each parameter was estimated on experience records and hydraulic
/hydrologic formulae to use the model for estimating runoff and routing hydrographs. However, in
order to enhance the reliability of model results, a more exact determination of most of the parameters
was necessary. This was achieved by calibration.

As described in Section 2, for several flood events quite a number of stream flow and rainfall data
were available (1987, 1991, 1994, 1995, 1999). In the calibration procedure, this hydro-meteorological
information was used in a systematic search for parameters which yield the best fit of the computed
results to the corresponding observed runoff. Thereby, individual sub-areas were first considered
separately and joined afterwards. The calibration process comprised the most laborious step of this
hydrologic study.

4.2 Model Parameters

As mentioned in Section 3.3, the set-up of the model consists of a network of model components. The
Blnz model consists of 10 runoff entities, 5 stream channels, and 1 existing reservoir (Figure 4-1).
Thereby, most of the model parameters are associated with a runoff component. The runoff component
basically involves three models. These are the loss model, direct runoff model and the base flow model.
Besides the known areas of the 10 sub-watersheds, the loss models contains 4 parameters to
describe the exponential loss and an initial value of the loss rate, taking into account the soil moisture
content at the beginning of the flood event. These parameters were all subject to calibration.

The direct runoff model simulates the direct runoff of excess precipitation on a watershed. For the Bilinz
study, the traditional unit hydrograph method was used. Thereby, the SCS UH model was selected. The
SCS UH is a dimensionless unit hydrograph, described by only one parameter Tk, the time to UH peak.
The base-flow was simulated with the exponential recession model. The parameters of this model include
the initial flow, the recession ratio and the threshold flow, where the recession constant was calibrated.

The 5 stream channel components in the Blnz model involve a routing model which computes a
downstream hydrograph, given an upstream hydrograph as a boundary condition. In this case, the
Muskingum method was used.

4.3 Measured Data

For calibration purpose, the modelling of the flood event of May 1999 was considered to be the most
appropriate. Thereby, the whole flood duration from May 11, 12:00 to May 14, 00:00, comprising 60
hours, was taken into account. Of crucial importance was the selection of the decisive rainfall stations
or, in other words, the assignment of reasonable weights according to their influence on different parts
of the watershed. The weights were selected in order to allow for a realistic consideration of the
temporal and local sequence of the rainfall event in the watershed.

522



Topic 4
Modelling and Regionalisation of Floods

o

Buenz Muri

Buenz Buenzen

Buenz \Wohlen

Buenz &nglikon

Buenz Othmarsingen

oo o o o

Buenz Moernkan

Figure 4-1: Hydrologic model of the Buenz River. HMS element network.

4.4 Calibration Results

Generally, the parameter optimisation resulted in a very good agreement between observation and
simulation at 5 of the 6 available discharge gauging stations (Figure 4-2). This statement is valid not
only for the peak values, but also for the volumes and the shape of the hydrographs. For example, in
the upper part of the watershed, the flood hydrograph of May 1999 is characterised by 3 distinct flood
peaks. They were all calculated more or less correctly. Furthermore, the temporal evolution of the
water levels in the flood retention basin Greuel could also be reproduced. Consequently, it is conclu-
ded that the response of the watershed to the rainfall process was modelled essentially in a satis-
factory way.
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11.5.99 12:00 12.5.99 0:00 12.5.99 12:00 13.5.99 0:00 13,5.89 12:00 14.5.99 0:00
Date

Figure 4-2: Flood event May 1999 at Othmarsingen. Measurement and calculation.
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An exception to the above conclusion refers to the computation of the flood in the tributary of the
Holzbach, where no reasonable fit between observation and model could be achieved: The observed
flood peak (10 m*/s) was much lower compared to the calculation (27 m®s). The reason for this is
found in the fact that during the flood event upstream of the gauging station extensive inundation due
to capacity limitations took place.

4.5 Validation

Although the model calibration by means of the May 1999 event gave good resuits, it was considered
as necessary to simulate additional flood events, reflecting different hydrologic conditions. Therefore,
the two flood events of September 1987 and December 1991 were also considered for validation
purposes. The results are satisfactory. It has to be noted that the modelling of those events involved
the introduction of different initial values, depending on the season and flood period respectively. The
validation experience showed, that the selection of initial loss rate, reflecting the soil moisture content
at the beginning of the flood event, was of main importance. Other time dependent values of minor
significance included the initial values of base flow.

5 DESIGN FLOODS
5.1 Modelling Procedure and Results

A main task of the Blnz study comprised the determination of design floods with a return period of 10,
50 and 100 years respectively at different locations. For these calculations, corresponding rainfall
events were required. Thereby it is common practice to assume that a rainfall with a certain return
period leads to a corresponding flood event with the same probability of occurrence. The measured
rainfall and discharges during the flood event of May 1999 demonstrate that this assumption applied
very reasonably to the Binz study. The selection of the design storm was based on the following:
Duration of rainfall: Basically, a rainfall event leads to the highest flows, if its duration corresponds to
about the concentration time of the considered watershed area. At Othmarsingen (110 km®), for ex-
ample, an analysis of measured rainfall and flow data led to a concentration time between 5 and 6
hours. The decisive rainfall duration was also optimised with the model, where a result of 5 hours was
obtained. This indicates that the model parameters were selected reasonably.

Size of watershed: At a rainfall station, point precipitation is measured. For the determination of the
areal precipitation depth, reduction factors were introduced in the model. Thereby, the depth-area
curves of Grebner and Richter, 1990 were applied. At Othmarsingen (110 km®), for example a reduc-
tion factor of around 20% was selected. At other locations these factors were chosen accordingly.
Decisive rainfall station: In Switzerland, for many rainfall stations intensity-duration-frequency relation-
ships are available (Zeller et al., 1976). For the Binz study, the values at the three stations Muri,
Buchs-Suhr and Seengen were used.

Rainfall distribution: For all computations a rainfall of constant intensity was assumed. Since heavy
rain storms often occur within longer wet periods, for all simulations a base rain of some minor magni-
tude was inserted at the beginning and at the end of the actual event.

Figure 5-1 shows the computed hydrographs at Othmarsingen. In view of the flood protection mea-
sures in this town, the 100 year flood (70 m%s) was selected as the design flood.
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Figure 5-1: Flood simulation at Othmarsingen. Return periods of 10, 50 and 100 years respectively.

5.2 Comparison with Frequency Analysis

As mentioned in Section 2.2, the discharge in Othmarsingen has been measured continuously since
1957. Since instantaneous peak values were available, it was therefore obvious to determine flood
peaks of various return periods additionally with the aid of a freguency analysis. The outcome for the 100
year flood was 72 m®/s, which compares very well to the 70 m“/s obtained with the rainfall runoff model.
A similar good agreement was achieved for the 10 and 50 year flood peaks respectively. This result
further indicates that the model parameters and the initial conditions were selected on a sound basis.

6 FLOOD PROTECTION MEASURES
6.1 Possibilities

In view of flood protection measures in the Biinz valley, additional studies were completed by Colenco
since 1994. An outcome of these investigations included the identification of various endangered
areas and propositions of appropriate protection measures. These were: capacity improvement works,
flood plain retention, diversion tunnel, inundation ponds and flood retention basins.

6.2 Flood Retention Basins Drachtenloch and Nidermoos

Besides capacity improvement works, which are currently being completed at Othmarsingen, the latest
protection measures at present include the flood retention basin “Drachtenloch” at Villmergen and the
inundation pond “Nidermoos” near the village of Biinzen. The former, final design stage, is designed to
protect the village of Villmergen whereas the latter, feasibility phase, serves as a retention basin com-
bined with the release of controlied downstream discharges into the Bunz River. The efficiency of both
projects and also their combination was optimised with the rainfall runoff model.

The flood retention basin “Drachtenloch” reduces the floods in the tributary Hinterbach (8.8 kmz).
Since its volume is merely 150'000 m°, it is considered to be only a local measure. The simulations
confirmed the presumption that the basin has only little effect on the present protection works in
Othmarsingen further downstream.

The effect of the inundation pond “Nidermoos” at the Biinz River (39.3 kmz) is studied by Colenco since
1996. It is considered as an alternative to various other measures. Since the establishment of this pond
would offer a retention volume of several million cubic meters, floods of any size may be reduced to a
limited downstream discharge. Thus, a considerable effect on the downstream villages can be achieved.
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7 APPLICATION OF RAINFALL-RUNOFF MODEL FAITOU
7.1 Model Description

The model Faitou (Dubois et al., 2001) belongs to the physically based and spatially distributed
category. The net rain runoff transfer is modelled by solving the 2D kinematic wave equation over the
watershed topography with the finite volume method. The computation of surface runoff is coupled
with a 1D hydrodynamic modelling of the river network in the watershed.

The determination of the watershed limits, the mesh of finite volumes and the river network are auto-
matically generated from a digital elevation model (DEM). The main model parameters for the hyd-
raulic computations include the surface roughness coefficients related to a new head loss law deve-
loped at the Federal Institute of Technology in Lausanne (Dubois et al., 2001).

Precipitation losses as a function of cumulative precipitation, soil cover, land use and antecedent
moisture is calculated with the SCS curve number model.

7.2 Example Application to the watershed of the Holzbach

In view of the design of the flood retention basin Drachtenloch, Faitou was applied to the sub-water-
shed area of the tributary Holzbach (23.6 kmz). The application of this new mathematical model allow-
ed a comparison with the corresponding HEC1/HMS simulations.

The DEM, was used with a resolution of 100 by 100 meters. The pre-processing involved the esta-
blishment of the watershed contour and the localisation of the hydro-graphical network based on the
DEM. This automatic step for the generation of the watershed yielded a very good result.

Since at the outlet of the watershed at the village of Villmergen a discharge gauging station is located, an
opportunity of model calibration was offered. Thereby, the flood event of February 1999 was used. The
calibrated parameters included the roughness coefficients and the SCS curve number. The calibration
result was very satisfactory in terms of peak value and volume. However, the study showed that it was
difficult to adequately model the shape of the hydrograph, characterised by three distinct flood peaks.
This is partly attributed to the fact that storage effects are not taken into account in the model.

Faitou was also applied to the flood event of May 1999. In addition, the 10, 50 and 100 year floods
were simulated. The results are comparable with the HEC1/HMS simulations.

Experience showed that, besides calibration, a laborious step in the modelling procedure involved the
grid optimisation of the supplied DEM. The reason for this lies partly in the fact that the model is rather
designed for steep river basins (Dubois et al., 2001).

8 CONCLUSIONS

Main flood protection measures in the Bunz valley include the realisation and the planning of flood
retention basins where besides peak flood values also the volume of the design hydrographs were
required. The use of a rainfall runoff model offered an efficient way to address this issue. Furthermore,
a hydrologic model has the advantage to allow for the determination of hydrographs at any desired
location. Thus, with the same model, various present and future project alternatives can be studied.
The choice of the HEC1/HMS package was reasonable. The model is verified and applied world-wide
by many users and it is updated continuously by the USCE. Since model calibration involves many
computer runs, the little CPU time needed is also of great advantage.

The calibration was the most important and laborious step for the establishment of the Blinz model. If
data are available, calibration is a must, since, of course, the quality of the simulations depends al-
most entirely on the quality of the model parameters.

The parameter optimisation resulted in a good agreement between observation and simulation at five
of six discharge gauging stations. This statement is valid for the peak values, volumes and the shape
of the hydrographs.

Regardless of the good calibration result, it has to be kept in mind that the real-world complexity of the
rainfall runoff processes can be simulated only to a limited extent.
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SUMMARY

Regional empirical flood formulae based on the relationship between flood quantiles and physiogra-
phic catchment characteristics have usually been considered a safe solution for design discharge
computation in ungauged basins for river engineering works and dam design in Slovakia. However
they are not generally applicable to hydroecological design problems (e.g., restoration of rivers, wet-
land management etc.) since they were usually derived as envelope curves. In the study a different
regional approach based on the Hosking and Wallis methodology was applied using annual maximum
summer flood data from 251 basins in Slovakia. Several physiographic catchment characteristics were
used to pool catchments into homogeneous pooling groups by cluster analysis. Regional flood fre-
quency distributions were derived for the annual maximum summer floods using L moment statistics.
Regional formula for the computation of the summer index flood was derived by multiple regression
methods. A comparison of flood quantiles computed by the Hosking and Wallis regional approach was
performed in selected homogenous pooling group with statistical reference values and values derived
using traditional envelope curve approaches. The applicability of the compared methods for design
purposes was discussed.

Keywords: Regional flood frequency analysis, summer floods, L-moments, flood formula

1 INTRODUCTION

The recent extreme floods in Central Europe have resulted in scientific and societal concerns about
flood risks and the reliability of flood frequency estimates in Slovakia. As a consequence, the currently
used flood frequency estimation methods are being re-evaluated. The design discharge calculation in
small and medium-sized ungauged catchments had mainly been based on empirical regional flood
formulae. Other methods, such as the rational method, the unit hydrograph analysis, the SCS model
and other mathematical models were far less employed (e.g. Miklanek et al., 2000: Svoboda et al.,
2000). Here, results achieved by the application of the Hosking and Wallis methodology (Hosking and
Wallis, 1997), together with the index flood method using annual maximum summer flood data from
251 basins in Slovakia, are compared with the performance of traditional empirical approaches. The
applicability of the tested methods for various hydraulic and hydro-ecological design tasks is also
discussed.

2 DESIGN FLOOD COMPUTATION METHODS IN SLOVAKIA

Empirical regional methods in Slovakia are traditionally based on the computation of 100-year flood
from the catchment size in subjectively delineated geographically continuous regions, which are consi-
dered to be homogeneous with respect to the flood regime:

A
=——"" {1 g
(1 100 (F+1)" (I+ § 0;)

3 -1 -2 2
where g 5 is the 100-year maximum specific discharge [m -s -km ], Fis the catchment area [km ], O;

are correction factors accounting for various catchment shapes, the percentage of forested land,
climatic factors, etc., and A, n are regional parameters. For the most popular formulas of Dub, Halasi-
Kun, the Czechoslovak Hydrometeorological Institute - HPIIl method, the Slovak Hydrometeorological
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Institute (SHMI} method; 8, 7, 26 and 60 regions were suggested, respectively. Flood guantiles for
shorter return periods are computed by regional frequency factors from the 100-year discharges.

A comparison of 100-year floods (Q;00) computed by regional formulae with statistically derived values
using new data from more than 250 gauging stations in small and mid-sized catchments in Kohnova,
Szolgay (1995,1996) has shown that the most popular traditional formulae behave as envelope curves
over the statistically determined values. The necessity to apply the envelope curve approach in the
past was historically justifiable and was caused by the rare and short data series, by the necessity to
mix measured data, historical data and floods estimated by hydraulic methods in the regional flood
frequency analysis and probably also due to the fact, that usually floods with different genetic origin
were employed. Consequently the resulting safety factor in the computation of the design values led to
safer engineering design, which has proven its reliability in practice by the relatively small number of
catastrophic accidents in the past decadesin small and mid-sized catchments. It is, however difficult to
define the actual degree of risk of failure of hydraulic structures because of the (rather high and arbi-
trarily defined) safety factor: the traditional methods are not generally applicable to ecological river trai-
ning and restoration, since they tend to overestimate the design discharges in almost all the basins of
a particular region. Therefore, in following studies, regionalisation methods based on similarities in
catchment geomorphology and including boundaries of the main catchments were tested with the use
of the traditional form of the flood formula in Kohnova and Szolgay (1996). 18 and 28 regions were
defined, respectively. To reduce the heterogeneity in data origin, summer and winter floods were
separately treated. The results have shown that probably due to the high heterogeneity of runoff
forming factors no acceptable regional formulae could have been defined without using envelope
curves. Also the safety factor was reduced and its magnitude became comparable in different regions,
it became apparent that other approaches based on different concepts must be also tested and sub-
sequently introduced into the practice especially for hydroecological design problems, such as
restoration of rivers, wetland design and management etc.

The growing number of gauging stations in small basins with longer records made it possible to test
how some of the new concepts of homogeneity reported in the literature (e.g. Acreman, Sinclair, 1989,
Zrinji, Burn, 1994, Meigh et al., 1997, Hosking, Wallis, 1997 and FEH, 1999) perform in the estimation
of design discharges in the specific physiographic conditions of Slovakia. In these methods the con-
cept of regions does not refer only to contiguous zones identified by geographical boundaries, but also
to a group of catchments with similar properties with respect to the analysed phenomena. To disting-
uish between these to concepts, Reed et al. (1999) introduced the term pooling group for the latter;
here the term regional type will be also used alternatively. Some of the new approaches were deve-
loped under specific conditions, and modifications to them may be necessary under the rather hetero-
geneous geological and geomorphological conditions. These methods are being consecutively tested
for practical applicability and compared with the traditional approaches. The idea of using geogra-
phically continuous regions was abandoned, and physiographic properties of basins and flood runoff
characteristics were used as variables in cluster analysis to define homogeneous pooling groups.
Detailed summaries of the recent results of these efforts were published in Cunderlik (1999), Kohnova
and Szolgay (1999, 2000). From an engineering point of view, none of the tested methods was found
exclusively advantageous over the others, nor was up to now recommended for practical use.

3 DATA ANALYSIS

Seasonality analysis of flood occurrence in Kohnova (1997) and Cunderlik (1999) suggested, that for
small and mid-sized catchments the frequency occurrence of rainfall-induced floods and snowmelt
floods is comparable and they could be treated separately. For this study annual maximum summer
floods were chosen as input data into the analysis. That also reduced the heterogeneity in the data
due to the diverse genetic origin of flood events, when compared to an analysis based on annual
maximum floods. Data from 251 small and mid-sized catchments with no significant impoundments or
abstractions with the catchment area in a range from 10 to 360 km’ from the whole territory of
Slovakia and with observation periods ranging from 15 years to 67 years were collected from the data-
base of the Slovak Hydrometeorological Institute. The site characteristics selected for this study were
similar to those used in the previous ones. Site characteristics included: the catchment area (F,km )
the gauge datum (NV, m.a.B.), the length of the river network (DL, km), the mean catchment slope
(SL,% ), the slope of the mean stream (/U, %), the catchment shape coefficient (ALFA), the mean
aspect of the slopes (ASP, degrees), the mean catchment elevation (HPR, m a.s.l.), the percentage of
forested area (LES, %), the long-term mean annual runoff (ODT,I.S'1.km' ) the an index of infiltration
capacity of the soils (/Ff) and the time of concentration (TC,h) according to Kirpich (KIRP), Hradek
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(HRAD) and Nash (NASH). To involve the characteristics of the spatial distribution of extreme precipi-
tation into the regional flood frequency analysis, grid maps of the absolute maximum daily precipitation
amounts and of the maximum daily precipitation amounts with return periods of 2, 50 and 100 years
were derived using geostatistical analysis. From these maps the areal averages of the maximum daily
precipitation amounts from the period 1901-1980 (ABSMAX, mm), and the maximum daily precipita-
tion amounts with return periods of 2, 50 and 100 years (NTnh 2, NTn50, NTn100, mm) for all the
catchments were computed in a GIS and added to the site characteristics (Kohnova et al., 2000).

4 IDENTIFICATION OF HOMOGENOUS POOLING GROUPS (REGIONAL TYPES)

Numerous techniques have been used to identify homogeneous pooling groups for regional flood fre-
guency analysis. Hosking and Wallis (1997) recommended using methods that rely on site charac-
teristics only when identifying homogeneous groups of catchments. Here, physiographic properties of
basins and climatic characteristics were used as variables in the cluster analysis to pool catchments
into homogeneous groups (K-means clustering with Euclidean metrics after Hartigan (1975) with the
same weight assigned to each characteristic in the clustering process). Subsequently, at-site flood
characteristics were used to independently test the homogeneity of the pooled catchments. The mea-
sure proposed by Hosking and Wallis (1997) based on L-moment ratios for testing the homogeneity of
proposed pooling groups, which compare the between site variation in sample L-Cv (coefficient of
variation) values with the expected variation for a homogeneous pooling group, was applied here. The
method fits a four-parameter kappa distribution to the regicnal average L-Cv ratios. The estimated
kappa distribution is used to generate 500 homogeneous pooling groups with population parameters
equal to the regional average sample L-Cv ratios. The properties of the simulated homogeneous
pooling group are compared to the sample L-Cv ratios as

) H:(V_#v)
O,

where [, is the mean of the simulated V values, and O, is the standard deviation of the simulated V
values. For the sample and simulated pooling groups, respectively, Vis calculated as

1/2

N .
Zni(z‘(z) _IR)’Z
®) A

N
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where N is the number of sites, n, is the record length at the site £ is the sample L-Cv at site /,

and t* is the regional average sample L-Cv.

About 70 different combinations of physiographic catchment characteristic were tested for pooling the
catchments into homogenous pooling groups. Since no estimate about the “correct” number of
clusters can be given, a balance was sought between using pooling groups that were too small or too
large. Pooling groups with few sites are likely to achieve little improvement in the reliability of a quan-
tile estimates over at-site analysis; too large pooling groups are likely to fail the homogeneity test, and
this can cause bias in the quantile estimate at some sites (Hosking and Wallis (1997) recommend the
value of 20 sites as an approximate threshold). Only combinations with little correlation between the
selected catchment characteristics were used. No unigue combination of acceptable characteristics
was found. With the following droups of physiographic catchment characteristics, acceptable
measures of homogeneity were achieved:

1. DL, ASP, ABMAX, IFI

2. ALFA, TC NASH, IFI, NTn 100
3. F,IFl, SL, ALFA, NTn 100

All include some description of the measure of extremity of the daily rainfall (ABMAX or NTn 100), the
index value of the infiltration capacity of the upper soil layer /Fl, a measure of the catchment size (DL,
F, or TCNASH); two of them contain a descriptor of the catchment shape. From a heuristic point of
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view except for the mean aspect of the catchment slopes ASP, all the selected parameters should
have a direct effect on the rainfall-runoff process; thus, their inclusion as pooling group descriptor
seems to be justifiable. The inclusion of ASP can be heuristically underpinned by the argument that
looking at the direction of the main mountain ranges in Slovakia, it can be argued, that north and
northwest looking slopes are likely to receive higher amounts of precipitation due to the prevailingly
western circulation patterns and southern slopes have higher evapotranspiration rates. Table 4-1
shows the values of the Hosking-Wallis homogeneity measure for combination of characteristics No1.
Following Hosking and Wallis, catchment groups were classified as acceptable homogeneous (H<1),
possibly homogeneous (7<H<2) and heterogeneous (2<H). The homogeneity of the pooling groups
was also subjectively tested using the cluster profile plots. An analysis of the cluster profile plots re-
vealed that in some pooling groups it was not possible to avoid that the site characteristics ovetlap
between the clusters.
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Figure 4-1: Location of catchments in the pooling groups for the combination of characteristics No.1.

Table 4-1:  Values of the Hosking-Wallis homogeneity measure for the combination of characteristics

No. 1.
Pooling group No. of basins H Degree of homogeneity
1 30 1.62 possibly homogeneous
15 1.43 possibly homogeneous
3 21 1.58 possibly homogeneous
4 14 0.18 homogeneous
5 25 1.81 possibly homogeneous
6 15 2.03 possibly heterogeneous
7 31 1.76 possibly homogeneous
8 29 0.78 homogeneous
9 12 0.42 homogeneous
10 25 1.12 possibly homogeneous
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For the purpose of the comparison of the design discharge computation methods in this study and the
discussion about their respective practical applicability, the achieved degrees of homogeneity were
regarded as satisfactory and comparable to those achieved by a similar approach in Cunderlik (1999).
For practical applicability of the approach further refinements would be necessary. The question as to
whether it is possible to successfully use the proposed methodology for practical engineering purpo-
ses remains on the whole territory of Slovakia unanswered so far.

5 SELECTION OF THE REGIONAL FLOOD FREQUENCY DISTRIBUTION AND THE ESTIMA-
TION OF THE INDEX FLOOD

Catchments from the pooling group 8 were selected here for the purpose of the comparison of the
design discharge computation methods. To select the appropriate regional distribution function, the

*T goodness of fit test (Hosking and Wallis (1997)) and L-moment ratio diagrams for all pooling
groups were used. The L-moment ratio diagram is a widely used tool for graphic interpretation and
comparison of sample L-moment ratios L-Cs (skewness) and L-Ck (kurtosis) of various probability
distributions. The goodness-offit test described by Hosking and Wallis (1997) is based on a compari-
son between sample L-Ck and population L-Ck for different distributions. The test statistic is termed
Z”°T and given as:

@) 7 DIST _ (T?ST _Tf +B,)

o,

where DIST refers to a candidate distribution. Tfm is the population L-Ck of the selected distribution,

Tf is the regional average sample L-Ck, B, is the bias of the regional average sample L-Ck, and O,
is the standard deviation of the regional average sample L-Ck. In Figure 6-1 the L- moment ratio
diagram showing the regional average values of L-Cs and L-Ck of the pooling group weighted propor-
tionally to the site record length of observations and their at-site estimates are presented. The general
extreme value distribution, which was closest to the regional average value was chosen.

For a site with no flow records within the selected homogeneous pooling group, it has been expected
that the mean annual maximum summer flood — the index flood (XL) — could be estimated by a re-
gional regression equation in the form:

(5) XL =k A%B" C° ...

where k, a, b, c... are regional parameters, and A, B, C ... are climatic and physiographic catchment
characteristics.

A stepwise multiple regression was used to determine the relationship between the climatic and
physiographic basin characteristics and the index flood values in the pooling group. In order to mini-
mize the effect of multicollinearity, attention was paid to the choice of predictors with a low mutual
dependence. Several subjectively chosen and hydrologically reasonable starting combinations of the
independent variables were used as seeds in the discrimination process. For computational reasons
the number of predictors was restricted between 2 and 4. The values of the multiple correlation coef-
ficients ranged between 0.6 and 0.95 for the resulting combinations of predictors. It was not possible
to determine which particular set of variables exclusively controls the index flood computation. Diffe-
rent combinations of independent variables gave statistically comparable results. The resulting equa-
tion for the pooling group 8 was selected in following form:

(6) XL :(2_8'210 FO.HB HPRO.QQ LES_O‘Z%

6 COMPARISON OF METHODS

No independent data set was available to test the performance of the proposed approach and com-
pare it with the traditional methods. The following heuristic scenario was therefore adopted to de-
monstrate the capabilities of the different approaches. It was assumed that in a number of sites with
sufficient discharge data a design flood has to be estimated for flood protection requiring a high de-
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gree of safety. In most cases in Slovakia the 100-year discharge would be chosen for such a scenario,
and statistical methods would be preferred over regional ones. 12 such sites were selected from the
analysed homogeneous pooling group with record length of more than approx. 30 years, which is
usually considered to be sufficient for statistical analysis in Slovakia. These sites were also classified
into regions according to the following often used regional methods:

e the method of Dub (1957)

e the method of the Czechoslovak Hydrometeorological Institute- the HPIIl method (1970)

¢ the method of the Slovak Hydrometeorological Institute — the SHMI method

e the geomorphological regionalisation method of Kohnova (1997)
The last one was derived using annual maximum summer floods; the first three are based on annual
maximum floods, but in the selected catchments late spring and early summer floods dominate the
flood regime (Cunderlik, 1999).
The Hosking and Wallis heterogeneity measure was also used to test the homogeneity of the regions
in to which the catchments were classified. Interestingly, only about one third of them could be con-
sidered as homogeneous. Than the optimal at-site frequency distribution was chosen and the 100-
year design flood Q;y was estimated using L-moment statistics. Q;q was computed by the regional
approaches at each site, as well. The relative differences (X-Y)/Y between the values of Qg
computed using the regional approaches (X) and statistically (Y) at-site for each site were computed
and compared (see table 6-1 and figure 6-3).
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Figure 6-1: L-moment ratio diagram for the pooling group 8, regional average is marked as black
triangle
(legend of distributions functions: GLO: Generalized logistic, LN3: Lognormal, GEV: Ge-
neralized extrem value, GPA: Generalized Pareto, PE3: Pearson lll, L: Logistic, N: nor-
mal, E- exponencial, G: Gumbel).

Table 6-1: The relative differences (X-Y)/Y between the values of Qg computed using the regional
approaches (X) and statistically at-site (Y) for the selected catchments from the pooling
group 8.

No of HPIII SHMI Kohnova
Site F [km2] observ. | Hosking-Wallis method | Dub method | method | method method
5130 75 38 -0.068 4,023 N/A 3.807 1.024
5930 447 32 0.137 2.920 N/A 1,566 1.420
6950 79.28 68 0.155 0.363 0.362 0.411 0.379
6990 28563 | 27 -0.054 -0.354 N/A 0.037 -0.172
7010 59.04 36 0.148 0.404 N/A 0.370 0.157
7030 64.61 31 -0.607 0.087 0.078 0.118 0.000
7080 36.01 52 0.499 0.910 0.198 0.198 0.504
7065 47 1 69 0.087 0.385 N/A -0.101 0.089
7070 53.02 69 0.678 0.810 0.773 0.478 1.029
7080 82.1 69 1.142 1.019 1.358 0.965 1.420
7180 51.99 38 0.024 3.440 3.210 2.660 1.896
7830 73.95 35 -0.350 1.366 0.336 0.604 0.686
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It can be seen that the traditional methods tend to overestimate the statistical values in most cases.
When compared with the statistically based design values, the safe design criterion is met in almost
each case (without taking into account the uncertainties associated with the statistical values); the
degree of safety is, however, arbitrarily defined, and it changes from site to site and method to meth-
od. Moreover, it makes return period based risk analysis virtually impossible, since the “actual return
period” remains unknown.
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Figure 6-2: The mean positive and negative relative differences (X-Y)/Y between the values of Qu for
N=1, 20, 50, 100 computed using the regional approaches (X) and statistically at-site (Y)
at each site in the pooling group 8.

— | |

7180 — — |

7080

|

|
OKohnova method
W SHMI (1998)
O HPHI method
ODub method

W Hosking-Wallis method

I 5 ]
Figure 6-3: The relative differences (X-Y)/Y between the values of Q;g computed using the regional
approaches (X) and statistically (Y) at-site for each site in the test cachtment group.
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On the other hand the methodology tested in this study overestimates the “proper” values in appro-
ximately one half of the cases and underestimates them in the other half in the pooling group as
whole, as it can be seen in Figure 6-2. This tendency is naturally present in the group of basins selec-
ted for the comparison also; thus, the criterion of safe design may not be met on the whole, since
“underdesign” cannot be compensated for by “overdesign”. This fact makes return-period based risk
analysis difficult, since the “actual return-periods” remain again uncertain. The degree of design safety
associated with this (and similar) methods could be acceptable, if using a large independent flood
dataset (or simulation) it could be shown, that some measure of over and underestimation is com-
parable with the uncertainty associated with statistical methods, when used under average engi-
neering design conditions (record length, data homogeneity, data quality, uncertainty resulting from
the choice of the distribution function and the parameter estimation method, etc.). Such an analysis
was, however, beyond the scope of this study.

7  CONCLUSIONS

The concept of pooling presented in the study was based on the similarity of catchment charac-
teristics. This approach stems from the concept that catchments similar in physiographic and climatic
characteristics have a similar flood response. Cluster analysis was used to define homogeneous
pooling groups. The estimation of design discharges in homogenous pooling groups was based on the
regional growth curve approach using L-moment statistics and the index-flood method. The analysis of
the relative differences between values estimated by the regional method and those computed by
statistical analysis showed, that better results were achieved than in previous studies (Kohnova,
Szolgay, 1999, 2000; Kohnova et al., 2000), but an unacceptable degree of under and over-estimation
of design values could not be prevented by the approach. Concerning the practical applicability of this
method and of the traditional methods in engineering design in Slovakia, the following suggestions can
be made: the traditional methods are not generally applicable to ecological river training and resto-
ration, since they tend to overestimate the design discharges in almost all the basins of a particular
pooling group. For these tasks, the regional method tested in this study, which does not include the
regional safety principle (introduced by the envelope curve concept in the previous methods), but
allows for site specific over and under-estimation resulting from the regional average concept, seems
to be more appropriate. For hydroecological engineering design, pooling approaches with the lowest
variability over the regional reference values should be preferred in a practical application. For flood
protection and hydraulic engineering design where a high degree of safety is required, the traditional
methods should be used, since under-design cannot be compensated for by over-design.

Several questions remain to be investigated, such as the preference for a particular pooling approach
under specific physiographic conditions, quantification of statistical uncertainty under which the con-
cept of regional homogeneity can be used for design purposes, etc. Regional frequency analysis fol-
lowing the principles of Hosking and Wallis could possibly lead to the selection of more appropriate
pooling groups with different climatic and physiographic catchment parameters than used in this study.
Inclusion of other variables controlling the variability of flood formation, and describing the intensity of
overland flow formation, upper layer permeability, catchment storage, etc., should be further investi-
gated in order to test the practical applicability of the concept of regional homogeneity based on phy-
siographical characteristics.
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SUMMARY

This paper reports on the use of meteorological data generated by the MC2 Numerical Weather Model
(NWM) for a domain that included the Rhine above Lake Constance, the Rhone above Lake Geneva,
parts of the Po river including the Toce-Ticino, and parts of the Danube River including the Isar, Inn
and Enns rivers to drive the WATFLOOD hydrological model for the Mesoscale Alpine Program (MAP)
Special Observing Period (SOP), lasting from September 7 to November 15, 2000. (http://www.map2.
ethz.ch/, 2001)

Keywords: Numerical Weather model, Hydrological Model, Flood Forecasting

1 INTRODUCTION

The objective of this study was to determine if river flows can be predicted by linking an NWM with an
hydrological model. The headwaters of the Danube, Rhine, Rhone, and Po rivers lie within the MAP
domain and presented an opportunity make this determination. Observed flow data for 33 gauging sta-
tions in four countries were available to compare forecasted with observed flows. Ten of these stations
were selected for presentation in this paper.

For this study, the NWM used is the Mesoscale Compressible Community Model (MC2) (Benoit et al.
1997), and the hydrological model is the WATFLOOD model (Kouwen et al., 1993). A one-way coup-
ling technique is applied to link two models. The objective of this study is to examine the performance
of MC2 model with respect to predicting rainfall at an areal and temporal resolution adequate for flood
forecasting. This can be done in two ways. First, the MC2 output data, such as temperature and preci-
pitation data, are used to drive WATFLOOD. The simulated flows are then compared with the obser-
ved flows. If the time and magnitude of the peak flows at various locations are coincident, the forecast
is successful. Thus an evaluation can be made if MC2 produces rainfall events that are temporally and
spatially correct. Second, if the forecasted flows are grossly in error, the MC2 precipitation forecast
can be qualitatively compared to radar data to determine the reason for the error.

1.1  Weather Model - MC2

The MC2 model was developed over the last seven years at Recherche en Prévision Numérique
(PRN), Environment Canada (Benoit et al., 1997, Benoit et al. 2000, Wen et al. 2000). The model uses
the full-unified PRN physics package, which is also used in for the operational models at the Canadian
Meteorological Centre (CMC). It is a nonhydrostatic limited-area model (Benoit et al., 1997, Benoit et
al., 2000) that uses a semi-implicit semi-Lagrangian (SISL) time scheme and a generalized terrain-
following coordinate system. It is a 3D fully compressible model that is able to solve the Euler equa-
tions at a fine spatial scale (Benoit et al., 2000). The force-restore method is a simple but widely used
land surface scheme. The model uses a one-way nesting strategy, where a coarse-grid forecast pro-
vides initial and boundary conditions for a fine-grid forecast without feedback (Kouwen, Innes, 2001).
A detailed description of MC2 can be found in Benoit et al., (1997).

For the MAP, MC2 was run as the last stage in a chain of models, where each consecutive model
uses data from previously run models. First the new globe GME model of the German Weather Ser-
vice (DWD) was run at a resolution of 125km around the entire globe. Then DWD ran the Europa-Mo-
del at a resolution of 56km covering the whole of Europe. Second, the German/Swiss high-resolution
model (HM) ran at the resolution of 14km by the Swiss Meteorological Institute (SMI) over central
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Europe. Finally, the MC2 was run at a resolution of 3km covering the alpine region of Europe, which
included the areas under study.

1.2 Hydrological Model - WATFLOOD

WATFLOOD is an integrated set of computer programs to compute flows for watersheds having re-
sponse times ranging from one hour to several weeks. Continuous simulation of hydrologic response
can be carried out by chaining up to a maximum of 100 events. Each event can be up to one year in
length. (Kouwen, 2000). WATFLOOD makes optimal use of remotely sensed land cover data and
digital elevation data. Radar rainfall data, LANDSAT or SPOT land cover data can be directly incor-
porated into hydrological modeling. The use of Grouped Response Units (GRU’s) allows WATFLOOD
to preserve the distributed nature of a watershed’s hydrologic and meteorological variability while
maintaining computational efficiency.

The GRU technique models the land surface processes separately for each land cover within a com-
putational grid element when all individual areas within that element are subject to the same me-
teorological condition. The hydrological responses from all GRUs in a grid are summed to give its total
response. l|dentical hydrologic parameters are employed for the same land cover throughout the
domain (Kouwen et al., 1993). This allows the same set of parameters to be applied over large regions
with many watersheds. Water is routed from one grid to the next until the outflow at the outlet of
watersheds is obtained.

The hydrological processes incorporated in WATFLOOD include: interception, infiltration, evapo-trans-
piration, snow melt, interflow, baseflow, overland routing, and channel routing. The routing of water
through the channel system is accomplished using a storage routing technique, which involves a
straightforward application of the continuity equation. The flow is related to the storage through the
Manning formula. A comprehensive description of WATFLOOD can be found in Kouwen et al. (1993)
or at http://www.watflood.ca (2001).

The WATFLOOD model was calibrated on the Columbia River watershed in Canada as part of a dam
safety study. The parameters obtained were applied directly to the current domain without further adjust-
ment except that the river roughness was reduced to account for the type of rivers found in Europe.

1.3 Linked Model: Coupling MC2 and WATFLOOD

MC2 was run at a resolution of 3km over the Alpine region of Europe, including the headwaters of the
Danube, Rhine, Po and Rhone rivers. The hydrological model WATFLOOD uses the one-hour precipi-
tation accumulation and temperature from MC2 at each hour of simulation. Both models use their own
simplified land surface physical process (Benoit et al. 2000). The hydrological model uses a water
balance calculation as opposed to a water and energy balance calculation in MC2. During the MAP
Special Observation Period (SOP), the hydrological model WATFLOOD was used in real-time to vali-
date the daily MC2 forecast of precipitation for a small portion of the MC2 model domain.

2 LITERATURE REVIEW

Many atmospheric and hydrological processes are so intertwined that these cannot be considered
separately. To successfully model global energy and water cycles, the linkage of the hydrologic model
and atmospheric model is required. The linking of hydrological and atmospheric models is often based
on a one-way coupling approach. The hydrological models are linked to atmospheric models through
simple forcing method by only using the atmospheric model output. Kim et al. (1998) present a well-
designed numerical modeling system, which coupled atmospheric, land surface, and hydrologic
models to integrate regional climate prediction and assessments of atmospheric, land surface, and
hydrologic processes over the mountainous area in California. Benoit et al. (2000) presented a one-
way coupling to validate and interpret the output from the atmospheric model. Other examples of one-
way coupling are reported by Hamlet et al. (1999), Leung et al. (1999), Ji et al. (1994), Giorgi et al.
(1989), and Wen et al. (2000).

One-way linking can be misleading since the land-surface is treated independently in each model,
resulting in inconsistent basin state variables. This can be avoided if the two models share the same
land-surface scheme. The experience gained in such one-way off-line coupling of atmospheric and
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hydrological models will be useful in developing numerical weather models of the full hydrological
cycle with full coupling of atmospheric, oceanic and hydrological models.

3 CASE STUDY - MAP PROJECT

The Mesoscale Alpine Programme (MAP) is an international research initiative devoted to the study of
atmospheric and hydrological processes over mountainous terrain. It aims towards expanding the
knowledge of weather and climate over complex topography, and thereby to improve current fore-
casting capabilities. The project includes numerous activities, ranging from high-resolution numerical
modelling to a major field campaign in the Alpine area. A primary objective of MAP is to improve the
understanding and short-term numerical prediction of Alpine precipitation, and particularly of the heavy
precipitation and flooding events. As part of the MAP project, this study is focused on linking
atmospheric-hydrologic models to simulate runoff for flood alerts to validate the precipitation forecast
from MC2 and to perform a field test of the linkage of atmospheric and hydrological models.

3.1 Study Area

The MC2 domain is 43° 40 N - 50° 20’ N by 4° E - 16° E. This covers eastern France, northern ltaly,
southern Germany, most of Austria, and the whole of Switzerland. The major watersheds included are
the headwaters of the Danube, Rhine, Po, and Rhone rivers.

3.2 Watershed Data Collection

A considerable amount of information relating to the watershed is required by WATFLOOD to produce
accurate results. These data include elevation, land use, drainage direction, streamflow, temperature,
and precipitation for the period being studied. All the input data should be converted to WATFLOOD
format in order to run the software properly.

3.2.1 Elevation

The characteristics of the drainage layer database came from the gridded Digital Elevation Model
(DEM) called the Defense Land Mass System (DLMS) (Volkert, 1990). They consist of an ordered
array of gridded elevations at regularly spaced intervals with 3” resolution (i.e. 1200 data points per
degree). The geometric resolution is about 185 m. Each file consists of elevation data units expressed
in meters relative to mean sea level. The elevation data were used for the storage routing scheme. For
illustration only, Figure 3-1 shows the DEM for the study area based on GTOPQO30
(http://fedcdaac.usgs.gov/gtopo30/gtopo30.html, 2001).

3.2.2 Land Use Data Acquisition

The land-cover data were derived from the Distributed Active Archive Center from USGS Eros Data
Center, the Global Land Cover Characteristics Data Base. They were generated at a resolution of 1-
km for use in a wide range of environmental research and modeling applications, and were developed
on a continent-by-continent basis. All continental databases share the same map projections (Inter-
rupted Goode Homolosine and Lambert Azimuthal Equal Area), have 1-km nominal spatial resolution,
and are based on 1-km Advanced Very High Resolution Radiometer (AVHRR) data. A core set of de-
rived thematic maps produced through the aggregation of seasonal land cover regions are included in
each continental database to provide flexibility for a variety of applications. In the data set, there are
seven different cover types across the Alps area. The cover types were: Coniferous Forest, Deciduous
Forest, Water, Agriculture, Barren land, Urban, and Glacial.
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Figure 3-1: Model domain showing streamflow stations.

3.3 Streamflow Data Acquisition

Observed streamflow data are required in WATFLOOD to allow for validation of the simulated flow
from WATFLOOD model. The purpose of this study is to examine if MC2 predicted precipitation
events agreed with observations both spatially and temporally. The WATFLOOD model converted the
MC2 data to streamflow so that the precipitation data could be validated with streamflow. A total of 33
stream gauge stations are used for this project, i.e. 13 stations in Switzerland, 3 in Austria, 1 in ltaly,
and 16 from Germany. Plots of the flow data show that many stations are very highly regulated. Unfor-
tunately, reservoir data were not available for this study. Table 1 lists the station information for 10 of
the 33 stations used. These 10 stations were selected to be representative of all 33 stations.

3.4 Precipitation and Temperature Data Acquisition

Distributed precipitation and temperature data were generated hourly by the MC2 numerical weather
model. The data were processed once a day to produce 24-hour forecasts of precipitation and tempe-
rature. Data were transformed into the WATFLOOQOD latitude-longitude grid with hourly time steps for
processing for the MAP SOP.

3.5 Drainage Layer Creation

For the study area, the drainage layer databases were created automatically using the program
MapMaker. This program uses output from the image processor EASI/PACE produced by PCI Indust-
ries. EASI/PACE (PCl Geomatics, 1998) uses the DEM to calculate such fields as flow direction and
flow accumulation, and delineates watersheds. From these fields, MapMaker then calculates the flow
characteristics of the drainage layer database. Then the program processes the land cover information
so that it can be used by WATFLOOD. During each step of the drainage layer database setup, the
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data were visually inspected to ensure that they were correct. Meanwhile, the programs perform their
own validation procedures to make sure that the flow networks are logical, i.e. ensuring water flows to
a lower elevation and avoiding dead ends in the flow networks (Kouwen et al., 2000).

4 RESULTS AND DISCUSSION

This section presents the results of the comparison between the observed streamflow and the fore-
casted streamflow using the MC2-WATFLOOD linked models. When the MC2 based flows appeared
to be in error, the real-time radar precipitation images were compared to MC2 precipitation maps to
determine the cause of the discrepancy. The performance of MC2 can be evaluated in terms of the
four situations:

1. The resulting hydrograph matches the observed flow data

2. The MC2 derived hydrograph appears in the wrong location and/or the wrong time

3. MC2 produced hydrographs at one or more locations where there is no observed hydrograph

4. MC2 computes no hydrograph while observed data shows increased flows

The comparison for this study is on a station-by-station basis to check the implementation of MC2.
The predicted magnitude of the storm is also of interest, but was not the focus of this study. More em-
phasis is placed on the ability of the MC2/WATFLOQD linkage to point to areas where a potential for
flooding exists. For large domains, real-time flow forecasting can be updated using radar and/or flow
observations. The value in modelling such a large domain is to provide a first alert and an awareness
of what may occur. Table 3-1 lists 10 of the 33 streamflow stations used in this study. The 10 selected
stations are representative of the 33 and are also the ones that appear to be least affected by
regulation. Their locations, actual and modelled drainage area as well as the percent difference bet-
ween the actual and modelled drainage area is shown. Figure 3-1 shows the model domain and
streamflow gauge locations.

Table 3-1:  Station Information For Model Domain.

Streamflow Description |Latitude |Longitude |Drainage |Simulated |Difference
Station Area Drainage
Area
CN)  (E) (km®)  |(km® (%)

llanz Vorderrhein |46.7771 |9.1741 776 752 -3.09278

Tarasp/Schuls |Inn 46.7891 (10.2786 1584 1574 -0.63131

Wels Traun 48.3853 (14.0275 |78190 76894 -1.65750

Linz Danube 48.3833 |15.4622  |95970 94322 -1.71720

Neu-Ulm Donau 48.3887 |10.0014  |7578 7553 -0.32990

Kelheim Donau 48.8861 |11.8232 22950 23040 0.39216

Hofkirchen Donau 48.6723 |13.1262 47496 47150 -0.72848

Brig Rhone 46.3174 |7.975 913 901 -0.836070
Bellinzona Ticino 46.2000 |9.033 1515 1526 -0.836070
Candoglia Toce 45.9667 |8.433 1532 1525 -0.836070

4.1 Simulated Results versus Observed Streamflow Data

In general, the MC2/WATFLOOD model underestimated the total runoff during the MAP SOP. Figure
4-1 shows the percent error for all 33 stations used in the study. The error for larger drainage areas is
reduced because much of the flow is base flow which is initialized at the start of the simulation and is
not subject to much random error. The point above the 100% line is for a highly regulated site. But this
figure shows an underestimation for most of the intermediate basins.

Figures 4-2 to 4-3 show the observed and computed hydrographs for the stations listed in Table 3-1.
Figure 4-2 shows the results for the head waters for the four major rivers modelled. Figure 4 3 shows
the results for stanons along the Danube river which range in drainage area from 7578 km® at Neu-
Ulm to 94322 km® at Linz. The time step of the model and the plotted hydrographs is one hour.
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Figure 4-1:  Error in runoff for the MAP SOP (for all 33 stations).

In general, considering that the input data is derived from a meteorological model, the four events
during September 21 through October 5 are reproduced very well in the headwaters of the Rhone,
Ticino, Rhine, Inn and Danube rivers. This area straddles the Swiss-Austrian border. The computed
flows for the Danube at Neu-Ulm and Donauworth match the observed flows very well for this period.
However, the watersheds to the east, namely the Lech at Augsburg (not shown), the Amper at Inkofen
(not shown) do not show any substantial hydrographs for this period. This deficiency is evident on the
flow plots for the Danube below these rivers at Hofkirchen, Weis and Linz (Figure 4.3). In comparing
the MC2 forecast with the Alpine Composite Radar on the MAP website for September 28 (http:/
www.map?2.ethz.ch/sop-doc/catalog/products/, 2001), radar shows a substantial amount of rain fell on
the Austrian Alps but MC2 did not forecast this rain. On September 30, radar shows a widespread rain
over Bavaria and the Austrian Alps but MC2 forecasted rain only in a small area in the headwaters of
the Danube. This is reflected in the computed hydrographs for the Danube at Neu-Uim and Donau-
worth. On October 3 and 4, another event with widespread rainfall was recorded by the MAP Alpine
Composite Radar. MC2 forecasted rain for the same area but with much lower intensities than indi-
cated by the radar. This deficiency in the MC2 forecasted rain is clearly evident in the under predicted
flows in the Danube at Hofkirchen, Wels and Linz.

Three measurable events (not flood events) occurred during October 22-24 on the Ticino and Rhine
above Chur. Hydrographs were computed at all stations in the domain. At Brig, llanz, Bellinzona and
Candoglia, small hydrographs were properly modelled. From October 23-24, MC2 predicted rain for
the Danube above Neu-Ulm, the ller above Wiblingen (not shown) and the Inn at Tarsasp. For this
same period, radar showed some widespread spotty rain on October 23 and a band of rain that re-
mained to the west of the modelled watersheds. This resulted in overestimated hydrographs for the
upper reaches of the Inn and Danube which converged when routed downstream to produce the
hydrographs beginning October 30 for the Danube at Linz.

On November 2-3, 1999 MC2 forecasted an event centered in the Liechtenstein area. Hydrographs
were incorrectly predicted for the Simme above Oberwil (not shown) and the Danube at Neu-Ulm. As
with the earlier events, the hydrograph is routed downstream and shows up approximately one week
later at Linz, where it blends in with another event that was properly predicted. This last event during
the MAP SOP was centered in the upper reaches of the Danube Watershed and is modelled very well
at Neu-Ulm. This hydrograph is routed down the Danube past the various flow stations and matches
the flows at Weis and Linz.

Overall, the simulated flows of the Danube at Linz match the observed flow quite well except for the
period from September 28 to October 9. The deficit in the Danube flows can be traced back to the
missed events in central Austria during this period.

The observed hydrograph at Linz shows 90 mm runoff from the whole watershed for the MAP SOP
while the computed hydrograph is 87 mm. More than 50% of this is base flow, but still the overall pre-
dictions are close to the observed flows.
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Figure 4-3: Forecasted flows using MC2/WATFLOQOD (Solid = observed, broken = computed).
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In a more detailed analysis Liu (2001) summarizes the overall performance of MC2 using all 33 flow
stations. Within the MAP-SOP, 11 events were simulated and generated 97 hydrographs at various
locations. Of the recorded hydrographs, 84 were predicted by MC2 and 13 were missed by MC2. In
addition, 21 hydrographs were predicted by MC2 that did not occur. As a result, using MC2 for flood
alert and early warning, there is an 87% chance that it can predict an increase in flow correctly while
there is a 13% chance that it will miss an event. There is also a 22% possibility it will produce a false
alarm. From the overall point of view, this confirms that MC2 is able to predict storms for large do-
mains although there is a concern with the uncertainty in terms of the prediction for individual rivers.
These figures are based on using only MC2 forecast data and flows were not nudged with recorded
data. Flow forecasts on larger basins obviously would be improved if recorded flows were used up to
the time of the forecast. The use of MC2 can usefully extend the forecast by the length of it's forecast,
in this case, 24 hours.

In general, the MC2/WATFLOOD model underestimated the total runoff during MAP SOP. This is
consistent with study of Benoit et al. (2002): the precipitation was under-predicted by MC2 by a factor
of 2 during MAP SOP. After the field experiment, a coding error in the precipitation parameterization of
MC2 was found, which explains, to a large extent, this underestimation.

This study shows that in addition to the possibility of increased lead times for flood forecasts, a
hydrological model can be used as a performance check on a meteorological model. Although a com-
parison of the MC2 generated precipitation maps with radar images and precipitation gauge data indi-
cated an under-prediction of precipitation, the hydrological model more clearly showed quantitatively
the areal extent of the problem as well as the implications of the problem on flood forecasting.

5 CONCLUSIONS

This paper examined the effectiveness of a Numerical Weather Model for flood alerts on a regional
basis. The MC2 atmospheric model used in this study, is a 3D fully compressible model, which uses
semi-implicit semi-Lagrangian time scheme to solve the Euler equation. MC2 was run at a resolution
of 3 km covering the alpine region of Europe, which including the study area of this project, namely,
the headwaters of the Po, Rhine, Rhone and Danube rivers.

The hydrologic model WATFLOOD was employed to achieve the evaluation of MC2. It is a distributed
flood-forecasting model that can incorporate remotely sensed data and digital elevation data into
hydrological modelling. The storage routing technique involving the continuity equation and the Man-
ning Formula is applied in WATFLOOD to model the physical process.

The one-way coupling technigue of linking atmospheric and hydrologic models is applied for the Alpine
study areas. Precipitation and temperature data produced by MC2 are incorporated into WATFLOOD
model for simulating runoff. The results from WATFLOOD are compared with the observed flow data.
Where the MC2/WATFLOOD flow predictions did not match the observed flows, the MC2 precipitation
forecast and Alpine Composite Radar data were used to explain the deficiencies in the hydrographs.
For each unsuccessful flow forecast, it was possible to qualitatively determine that the MC2 preci-
pitation forecast was in error. However, there were a sufficiently large number of cases where hydro-
graphs were predicted to show that a flow forecast from linked weather and hydrological models can
serve as a useful first alert and quantitative forecast. Only one event of flood magnitude occurred in
one |ocation during the MAP SOP. For this event, on the Toce River at Candoglia, the hydrograph was
very well predicted.

The simulated runoffs match the regionally observed flow quite well although a coding error found
after the field experiment resulted in under-predicted precipitation. This information could be valuable
in predicting and forecasting the occurrence of high flows at specific times and locations for Alpine re-
gions. It seems especially appropriate to produce an initial alert, to be followed up by more detailed
modelling for specific problem areas using radar and other real-time observations. In addition, the
study shows the value of linking a hydrological model to a meteorological model as a way of checking
the performance of the precipitation forecast.
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SUMMARY

Worldwide, flood is the number one cause of losses from natural events. Besides public and individual
measures, insurance is a key factor in reducing the flood risk of individuals, enterprises and even whole
societies. In recent years, flood insurance has become an important topic and the increasing demand for
cover is forcing the insurance industry to develop solutions. At the same time it is vital for the insurers to
know the probable maximum losses that they might face as the result of an extreme event.

In contrast to natural hazards such as windstorm, flooding typically affects certain areas with a higher
frequency than others. Therefore the specific flood risk of different areas has to be assessed. Three
risk zones were chosen corresponding to a low, moderate and high exposure. To identify the zones,
the discharges in rivers for given recurrence intervals are determined and then transformed into flood-
ed areas by using stochastic hydrologic regionalization, a digital elevation model and a simple, one-
dimensional hydraulic model.

For accumulation control, probable maximum losses during extreme floods must be computed. This is
done by superimposing land-use data and liability information on flooded areas using a Geographic
Information System (GIS) and applying average loss ratios. Five flood recurrence intervals are con-
sidered. As it is extremely unlikely that a flood event will hit all or most of Germany at one and the
same time, eight independent regional loss accumulation zones have been defined. The accumulation
analysis is carried out separately for each of these zones.

Keywords: Flood types, flood disasters, flood losses, flood insurance, flood zonation, probable
maximum losses

1 INTRODUCTION

In most parts of the world, flooding is the leading cause of losses from natural phenomena and is re-
sponsible for a greater number of damaging events than any other type of natural hazard. Roughly
half of all losses due to nature’s forces can be attributed to flooding. Flood damage has been extre-
mely severe in recent decades and it is evident that both the frequency and intensity of floods are in-
creasing. In the past ten years losses amounting to more than US$ 250bn have had to be born by
societies all over the world to compensate for the consequences of floods. There are countries, such
as China, in which flooding is a frequent, at least annual event, and others, such as Saudi Arabia,
where inundation is rare but its impact sometimes no less severe. No populated area in the world is
safe from being flooded. However, the range of vulnerability to the flood hazard is very wide, in fact
wider than for most other hazards. Some societies (communities, states, regions) have learnt to live
with floods. They are prepared. Others are sometimes completely taken by surprise when a river stage
(or the sea) rises to a level neighbouring residents have never experienced before in their lives.

The dramatic increase in the world's population and in particular in certain regions creates the neces-
sity to settle in areas that are dangerous (Kron, 1999a). Additionally the movement of political, social
and other refugees, increased mobility and the attractiveness of areas that have a beautiful natural
environment and a mild climate lead to people settling at places whose natural features they do not
know. They are not aware of what can happen and they have no idea how to behave if nature strikes.
During the last few decades many flood plains have been occupied by residential areas and industrial
parks. These areas are usually flat and not necessarily good for agricultural use. The nearby rivers
have been tamed and confined in narrow strips by dikes, and cheap and attractive land has been
reclaimed. Towns and villages declared these areas residential areas and, therefore, many potential
buyers of property counted on there being no flood hazard to be feared. These are the underlying
reasons why flood catastrophes are becoming more and more frequent and severe, although protec-
tion and preparedness measures have been improving. Besides public and individual measures,

549



International Conference on Flood Estimation
March 6-8, 2002 / Berne, Switzerland

insurance is an important factor in reducing the risk of individuals, enterprises and even whole socie-
ties from natural hazards. Proper insurance can considerably mitigate the effects of extreme events on
them and avoid their being ruined.

2 TYPES OF FLOOD

In insurance contracts, flooding is defined as a temporary covering of land by water as a result of sur-
face waters escaping from their normal confines or as a result of heavy precipitation. When it comes to
insurance cover it is very important to distinguish between the different causes for flooding. There are
three main types of flood and a number of special cases (Munich Re, 1997). The main types are:
storm surges, river floods, and flash floods; special cases include tsunami, waterlogging, backwater
(e.g. caused by a landslide that blocks a water-course), dam break floods, glacial lake outbursts,
groundwater rise, debris flow events and others.

Storm surges can occur along the coasts of seas and big lakes. They bear the highest loss potential of
water-related natural events, both for lives and for property. Improved coastal defence works have
prevented huge losses in developed regions during the recent past, but the loss potential of storm
surges remains very high.

River floods are the result of intense and/or persistent rain for several days or even weeks over large
areas sometimes combined with snowmelt. The ground becomes fully saturated and the soil's capacity
to store water is exceeded. It behaves as if it were sealed and the precipitation runs off directly into
creeks and rivers. The same effect is produced by frozen ground, which also prevents the water from
infiltrating the soil. River floods build up gradually, though sometimes within a short time. The area
affected can be very large in the case of flat valleys with wide flood plains. In narrow valleys the inun-
dated area is restricted to a small strip along the river, but water depths are great and flow velocities tend
to become high, with the result that mechanical forces and sediment transport play a major role as a
cause of damage. Although inundation due to river floods starts from a water-course and is somewhat
confined to its valley, the areas affected can be far greater than those hit by storm surges.

Flash floods sometimes mark the beginning of a river flood, but mostly they are local events relatively
independent of each other and scattered in time and space. They are produced by intense rainfall over
a small area. The ground is not usually saturated, but the infiltration rate is much lower than the rainfall
rate. Typically, flash floods have an extremely sudden onset. A surge may rush down a valley that
does not even have a creek at its bottom. Such a flood wave can propagate very quickly to locations
some tens of kilometres away, where the rainstorm is not even noticeable. From this fact comes the —
probably true — saying that “in a desert more people drown than die of thirst”. Forecasting flash floods
is almost impossible, with lead times for early warnings in the order of minutes. Although flash floods
usually occur in a relatively small area and last only a few hours (sometimes minutes), they have an
incredible potential for destruction.

3 STATISTICS OF FLOOD DISASTERS

Reinsurance companies, due to their worldwide activities, are among the best sources for natural
disaster statistics (Kron, 2000). Their analyses focus on three aspects: the number of people affected
(fatalities, injured, homeless), the overall economic damage to the country hit, and the losses covered
by the insurance industry.

Natural disasters with thousands of deaths almost always hit poor countries and are mainly caused by
earthquakes. The poverty aspect is related to the higher vulnerability in less developed countries
(poorer quality of structures, more people), the cause (earthquakes) to the sudden onset of such
events, which strike without warning. In the past (more than 10 years ago), floods were responsible for
a huge number of deaths. This is not so anymore today, because early warning methods have be-
come more operational, more reliable and hence more effective.

In the statistics of economic losses floods take a leading position. While two earthquakes (Kobe: US$
100bn; Northridge: US$ 44bn) still have been the costliest natural disasters so far, floods, which usually
affect much larger areas than earthquakes and occur much more frequently, have at least the same
importance. Not only the great disasters, but also the vast number of small and medium-sized events
cause tens of billions of dollars of losses every year for economies and severe distress to people. Pro-
bably, floods are responsible for more damage than all other destructive natural events together. Ad-
ditionally, the financial means societies all over the world spend on flood control (sea dikes, levees,
reservoirs, etc.) is a multiple of the costs they devote to protection against other impacts from nature.
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Table 3-1 shows the greatest flood losses in recent years. It is apparent that China is the country
who's economy suffers most and most regularly from such disasters, although it must be admitted that
the numbers for China listed in the table are subject to high uncertainty and are aggregate values for
the whole country, i.e. summarized for floods in different regions. It also becomes clear that great flood
losses can occur in practically any region of the world.

Table 3-1:  The costliest floods of the past 10 years (original values, not adjusted for inflation).

rank year country/-ies economic losses insured
(mainly affected regions) US$ bn [%]
1 1998 China (Yangtze, Scnghua) 31 3
2 1996 China (Yangtze) 24 2
3 1993 USA (Mississippi) 21 6
4 1995 North Korea 15 0
5 1993 China (Yangtze, Huai) 11 0
6 1994 ltaly (North) 9.3 <1
7 1993 Bangladesh, India, Nepal 8.5 0
8 2000 Italy (North), Switzerland (South) 8.5 6
9 1999 China (Yangtze) 8 0
10 1994 China (Southeast) 7.8 0
11 1995 China (Yangtze) 6.7 1
12 2001 USA (Texas) 6.0 58
13 1997 Czech Rep., Poland, Germany (Odra) 5.9 13

The insured share of flood losses from these big events is relatively small. For the insurance industry
windstorms are clearly the most critical loss events, simply because the insurance density is highest
for this type of peril. However, a tendency to higher insurance density for flood is observed worldwide
and, in particular, a tendency to extreme losses due to water. As an example may serve tropical storm
Allison that drenched the Houston/Texas area with over 750mm of rain in just five days in June 2001
and caused insured losses of US$ 3.5bn. With economic losses of US$ 6bn this event ranks 12 in
Table 3-1 and has an insured share of almost 60%.

Recent large flood events in Europe reveal some factors that influence the extent of flood losses. In
December 1993 and in January 1995 the Rhine River — and some of its tributaries — experienced two
extreme floods with recurrence intervals of more than 50 years in its middle and lower reaches. The
economic losses from the second event (US$ 320m) were only about half as big as those from the first
(US$ 600m), although the two events were of comparable size. One of the main reasons for this
difference was the fact that the previous flood was still in people's minds, i.e. they knew what to do
when the water rose, and some lessons had been learnt and put into action (e.g. replacing oil burners
and tanks by gas heating).

Practically no lessons were learnt in ltaly from the 1994 event. Like before 1994, settlement behaviour
in Italy is far from being surveyed and controlled effectively. Many houses are built very close to
torrent-type creeks and rivers. They were destroyed by the raging waters, in 1994 and again in 2000.
Besides flooding many areas, the torrential rainfall in October 2000 — up to 740 mm in four days at
some locations — also triggered numerous disastrous landslides and debris flows.

Italy is not an atypical example though. The situation in other countries concerning land-use is not
good either. The floods in the United Kingdom in fall 2000 led to various political initiatives with the aim
of stricter land-use regulations, and the very same aspects were discussed in Germany after the May
flood of 1999 in southern Bavaria.

4 INSURANCE PROBLEMS ASSOCIATED WITH FLOODS

The basic problem in flood insurance is the difference in the demand for cover from potential clients
who are exposed to flooding and the offer made by the insurance sector (Kron, 1999b). Most people
have a certain — and they think good — perception of the flood hazard they are exposed to. The ones
who have already experienced flooding on their property are aware of the threat, others — even if they
live close to a river — ignore the danger or just do not believe that they can be affected at all. Often
their perspective is wrong though. About half of all losses from floods occur far away from major rivers
and outside major events that hit large areas and whole river systems. Instead, these loss events
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(flash floods) occur in relatively small areas, but with potentially extreme intensity and with high fre-
guency (although not at the same site). Even property on the slopes high above the valley floor may
be damaged by excessive rainfall that runs off on the surface and right into the houses. If this is made
known to the majority of the people, the conditions for effective flood insurance are good.

To river floods, only a relatively small proportion of the cover for buildings and contents in any given
insurance market is exposed. However, the areas affected are always the same and flooding on a
specific river occurs at almost regular intervals and cannot be regarded as an unforeseeable event.
Only people in these flood-prone areas seek insurance. On the other hand, those whom the insurance
companies are willing to give cover are not interested, because they feel their exposure is low. Hence,
if an insurance company wished to sell individual policies on a voluntary basis, the insurance pre-
miums would have to be so high that policyholders would normally find them prohibitive. This pheno-
menon is called adverse selection or antiselection.

In the case of the storm surge hazard the effect of adverse selection is even more severe. Furthermore,
the extremely high loss potential during a single event in connection with a very low probability that it
happens, makes the calculation of premiums difficult (this is the problem of multiplying a very low and a
very high number or "zero" times "infinity"). Therefore storm surges are, in general, not insurable.

In contrast to this, flash floods have a relatively uniform probability in time and space. The necessary
geographical spread of risks is given and the community of insureds is large, i.e. the frequency of
someone being hit by an extreme eventis low. As a consequence, the premiums can be kept low, too.
Consumer demand for insurance protection could be developed on a broad front, and adequate
premiums can be calculated with a relatively high degree of reliability. Hence, flood damage caused by
flash floods is insurable without any problem.

There is no reasonable insurance solution that can possibly make insurance companies settle all the
losses that may be incurred. Instead, a certain amount has to be borne by the insureds before the
insurance becomes effective, i.e. deductibles must be introduced. Such a structure has advantages for
both the insurer and the insured. On the one hand, the insurer does not have to settle masses of small
losses and saves — besides loss compensation money — a lot of administrative costs. On the other
hand, the client may only become insurable at all if he pays a share of the losses.

5 FLOOD ZONATION

Premiums for flood insurance must reflect the individual exposure. It would be unfair and inexplicable
to clients if each member of an insured community had to pay the same premium not taking into
account the individual risk his property is exposed to. In mass business — i.e. for private homes and
small businesses plus their contents — the effort required to assess the exposure of a certain building
must be seen in the context of the annual premium income for one such object, which is in the range
of perhaps US$ 50-100. Therefore, an individual assessment of the risk and the calculation of an
individual premium for these objects are impossible, so that the premium must be fixed on the basis of
a flat-rate assumption. For this, zones with a similar flood risk must be identified and/or defined, within
which the premiums are constant.

The German insurance industiy recently established a rating system that defines the exposure of all

areas of the country to river floods according to three exposure classes:

I small exposure Areas that are affected less that once per 50 years on average; objects
there are insurable without restriction.

Il moderate exposure Areas that are affected by floods in the recurrence interval range of 10
to 50 years. Objects in these areas are basically insurable.

I high exposure Areas on flood plains that are affected by floods with recurrence inter-
vals of up to 10 years; objects in these areas are in general not insur-
able, but under certain conditions they may become so.

This zonation does not consider the storm surge and flash flood hazards. The first type of flooding is
not associated with rainfall and restricted to a relatively small area along the coasts. The risk from the
latter is assumed to be uniform all over Germany, because the spatially varying extreme rainfall in-
tensities are thought to be more or less compensated by the required design assumptions for storm
water systems and river works, and natural water-courses have also usually adapted a regime that re-
flects the local hydrologic situation. As a consequence, in regions with higher rainfall intensities the
discharge capacities of the drainage systems and channels are also higher.

Flood zonation is a tedious and difficult task. In order to come up with a zonation system that covers

the whole of Germany, the areas along all significant water-courses had to be considered. These were

defined by the so called "ArcDeutschland" river network (scale 1:500,000; total length of the rivers
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included: 35,110 km), which was digitally available for the whole area of Germany. The required task
was to (a) provide different T-year discharges in and (b) compute the corresponding water levels and
flooded areas at any cross-section of each of the chosen water-courses. The hydrological and
hydraulic computations were carried out by the Institute for Applied Water Resources and Geoin-
formatics (IAWG) with the help of a Geographic Information System (GIS).

5.1 Hydrology: discharges

Basically, frequency analysis of discharge values can only be performed for gauged locations. As
extreme discharges have to be known for every cross-section of each German river, a regionalization
procedure had to be developed. First, series of annual discharge maxima for 322 selected gauges of
three German regions (248 Bavaria, 29 Rhineland-Palatinate, 45 Lower Saxony) were fitted by the
five-parameter Wakeby or the three-parameter Pearson distributions (Kleeberg et al., 1998). Para-
meters were estimated using L-moments. The model chosen consisted of two steps: the first part
connected the drainage area Ag at a given river cross-section to the cumulative length L. of all water-
courses upstream of the regarded point, where L. could be determined with the GIS using the digital
river network. In a second step the actual regression for the discharge quantiles was executed, in
which the independent variable was Ag (derived in the first part of the regression from L). The simple
model used linear regression with T-year discharge Qr = 0 for Ac = 0. The samples for determining the
coefficients were weighted by their size. The obtained coefficient of determination for Ag=f(Lc) was ¥ =
0,9566 at a significance level of 99.9%. Including other variables such as mean annual rainfall and
parameters describing topographical features did not improve the goodness of fit and were therefore
discarded. With this regression relationship quantiles could be obtained for any given point along the
river network corresponding to the return periods of T =10 and 50 years.

5.2 Hydraulics: flooded areas

On the basis of the discharge values thus derived the corresponding flood stages and the flooded
areas could be calculated. As data and computing time were limiting factors, simplifying assumptions
concerning the underlying physics had to be made. Channel cross-sections and local slopes were
extracted from a digital elevation model of Germany (DHM-M745, scale 1:50,000, hotizontal resolution
30 m). Profiles were taken at about every 100 m orthogonally to the flow direction; in this way more
than half a million cross-sections had to be considered. Existing flood control measures (e.g. dikes)
were not taken into account.

The hydraulic calculations were performed with a simple, one-dimensional, stationary hydraulic model
based on the Manning-Strickler relationship. Manning’s n was assumed to be constant for all rivers
with values of n= 0.04 for the 10-year scenario and n = 0.067 for the 50-year scenario. Flooded areas
along the rivers were obtained by interpolating between the flow-widths at the profile locations
considered. Once this step had been completed, the flooded areas were known for the different flood
scenarios all over Germany. The accumulated area of the 50-year flood zones amounted to 16,437
kmg, which was 4.5% of Germany's total area of 356,974 km?®.

In cooperation with the German State Water Authorities, the model results were corrected according to
locally available better knowledge. For example, flood control measures such as dikes and retention
basins were taken into account. The final result was two digital maps of Germany displaying all 10-
year and all 50-year flood areas.

5.3 Flood exposure zones

The insurance industry of Germany represented by the German Insurance Association (GDV) took
these areas and superimposed on them administrative information on the location of objects to be
insured. The original coarse approach using post code areas was successively refined to a quite so-
phisticated system of address groups corresponding to reaches of streets. The average length of
these reaches was in the order of 200 m. With this system called ZURS (Zonation System for Flood,
Backwater and Intense Rainfall) any given address can now be attributed to one of the three flood
exposure zones. Stored in a table on his laptop, it allows the insurance representative to immediately
identify the exposure of his client to flooding.
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Figure 5-1: Example of a ZURS flood zone map (courtesy of German Insurance Association, GDV).

6 FLOOD PML ASSESSMENT FOR GERMANY

Like clients, insurance — and reinsurance — companies must protect themselves against high losses in
order to assure their survival. Therefore, they are required to perform accumulation control, i.e. assess
the probable maximum loss (PML) they may experience during an extreme event. Each company
must decide on the reserves it needs and its reinsurance requirements. PML calculations are based
on scenarios that assume a major event hitting a large area or an area with a high concentration of
values. It is not obvious beforehand which scenario will determine the worst case for a given company
as the expected losses depend on the company's portfolio, and particularly on the spatial distribution
of its liabilities. For each company a different scenaric may determine the PML.

PML models have been available for many years as a means of calculating maximum losses from
earthquakes and windstorms. For the analysis of floods, such tools were not available until recently.
Flood events are much more influenced by small-scale and local aspects, which include soil conditions
and topography, the exact location of objects (elevation) and the effectiveness of flood control mea-
sures. Therefore, such models require considerably more detail and sophistication.

A model developed more or less parallel to the zonation model described above makes it possible for
the first time to carry out accumulation analyses of flood events occurring in Germany. Eight different
accumulation scenarios were chosen. The aim is to determine what liabilities of a given portfolio are
affected and to estimate the probable losses for fictitious 10-year to 200-year flood scenarios.

The flood PML model considers only river floods. Flash floods after torrential rain are not included on
account of the fact that they occur locally and therefore play a subordinate role in accumulation
considerations. Floods caused by storm surges are not considered either since they are not insurable
at present because of their gigantic loss potential.

In the PML analysis the potential of property damage is of interest. Therefore, the flooded settiement
areas must be identified (spatial analysis). The expected losses are estimated based on the number of
objects affected and on loss averages (portfolio analysis). The administrative units used are post code
areas because portfolio data are aggregated in this form. The final step consists of summing up the
loss values for all post codes in the regarded flood accumulation zone to obtain the probable maxi-
mum loss (accumulation analysis). The entire procedure consists therefore of five steps.
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6.1 Hydrology: discharges

The hydrologic model component is practically identical to the one already described, with the
difference that the discharges for three additional recurrence intervals (20, 100, 200 years) have to be
determined. In the PML analysis it is no longer of interest which exposure a certain object has, but
how many objects are flooded. The identification of the respective areas is based on the assumption
that the T-year flood discharge occurs simuitaneously along all water-courses of the considered river
network. The assumption of simultaneity is justified although such a scenario is not possible in reality.
The probability that this will happen in any one year is close to /T only for small catchments. The
larger the area and the corresponding river network, the smaller the probability that a T-year flood will
occur everywhere at the same time. A 100-year flood peak in each of two rivers, for instance, will
practically always generate a flood peak with a much lower frequency than once in 100 years down-
stream of their confluence. However, if the simultaneity condition is somewhat relaxed, it is theore-
tically possible that a 100-year peak will pass any location of a river basin during a single flood event,
e.g. during a period of several days. Flood scenarios that comprise areas of several thousands of
square kilometres cannot be associated with a probability of one in 100 years; their occurrence
probabilities are much smaller.

6.2 Hydraulics: flooded areas

The second step, hydraulics, too is very similar to the one in the zonation model, except that flood
control measures are not taken into account. While such measures may play a decisive role, in parti-
cular in scenarios with short return periods (10, 20, and possibly 50 years), dikes may also fail; and
having the PML in view the possibility of failure becomes important. Using the direct output of the
model also has the advantage that it may be updated more easily. The tedious manual work of incor-
porating the effects of flood control measures is thus avoided.

6.3 Spatial analysis: flooded settlement areas

The insured values can be assumed to be located within the boundaries of settlements. By integrating
land-use information and superimposing it on the flooded areas by means of a Geographical Infor-
mation System, the settlement areas affected by flooding can be identified. Insurance data are usually
aggregated on the basis of administrative areas, typically post code areas. In Germany the five-digit
post code areas are used, which are about 10,000 in number. This information is very rough when
dealing with floods, but it is the only data base available and had therefore to be used. So far no
distinction has been made between different types of settlement areas, although the information ~ in
the form of GIS layers — is available. A refined breakdown into residential, commercial and industrial
areas for the accumulation analysis of different classes of insurance is planned for the future. The
result of the spatial analysis is a percentage of settlement area flooded within each post code zone
and for each scenario.

6.4 Portfolio analysis: affected insurance contracts

The distribution of liabilities in the portfolio to be analysed is supplied by the insurer in the form of
aggregated figures for each of the five-digit post code areas. The exact location of the insured objects
is not known. Therefore one has to assume that the liabilities, i.e. the total sum insured within a post
code zone, is distributed uniformly over the settlement area of this zone. For a single post code this
assumption would definitely contain too much uncertainty. If however, as is the case in accumulation
analysis, large regions are regarded with many post codes, the assumption of uniformly distributed
liabilities is reasonable on average, particularly for mass business. Only in industrial business where
relatively few objects with high concentrations of values at certain spots are regarded, this assumption
may not be valid anymore. For a post code zone i the expected loss L; for a given flood scenario is:
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where

L = total expected losses

5¢,; = flooded settlement area

S = settlement area

r = loss frequency

s = average loss (in percent of sum insured)
(Sf); = total sum insured (liabilities)

All terms in the equation except the sum insured are subject to the respective scenario. The term "loss
frequency” accounts for the fact that not each building located within the flooded area will suffer
damage. Some objects are on a — maybe artificially — elevated position that is not shown in the digital
elevation model, others may successfully apply individual flood control measures and thus avoid
damage. In the term "average loss", which is given as a percentage of the total value of a building (or
its contents), the results of extensive loss analyses and the experience on loss susceptibility in the
different classes of insurance gathered over the years are incorporated.

6.5 Accumulation analysis: probable maximum loss

The last step in the analysis reveals the probable accumulation losses in different loss accumulation
zones (LAZ's) for the portfolio under consideration. The accumulated losses are found by simply adding
the losses expected in each post code area within a LAZ. It is extremely unlikely that a flood event will
hit all or most of Germany at one and the same time. Extreme events are usually limited to specific
regions, e.g. individual river basins. Consequently, loss accumulation zones had to be defined. It
seemed reasonable to choose eight such zones (Figure 6-1). Five of them correspond to Germany's
large river basins (Rhine, Danube, Odra, Elbe, Weser-Ems). Three further zones (South, Central, North)
were defined as being zones that comprise parts of more than one basin. The central zone, for instance,
embraces — besides the northern sub-catchments of the Danube in Bavaria — the catchment areas of
the Main and Neckar, the areas on the left bank of the Rhine north of Karlsruhe, and the Middle and
Lower Rhine Valley. This zone corresponds approximately to the area mainly affected in the 1993
Christmas flood.

The accumulation analysis is carried out separately for each of these loss accumulation zones. Fic-
titious events based on the modelled discharges serve as scenarios. For example, in the 100-year
scenario 100-year discharges are assumed along all rivers in the loss accumulation zone being ana-
lysed. This produces a probable accumulation loss for every scenario. The resulting values are plotted
on a PML graph that shows the losses for each scenario and forms the central result of the analysis
(Figure 6-2). The critical region for the portfolio examined in Figure 6-2 is LAZ 4 (Elbe), and the pro-
bable maximum loss is about € 2.0m.

There are, of course, limits of this kind of analysis. The various components (regionalization proce-
dure, digital elevation model, river network, hydraulic model, allocation of liabilities, loss averages,
etc.) are each subject to quite a high degree of uncertainty. The model's accuracy is therefore certainly
not sufficient for local consideration of the flood risk. However, the spatial resolution and the accuracy
of the information in the individual components of the flood model are geared specifically to the
question of accumulation control and therefore treatment of large areas. Small-scale observations are
not intended, let alone risk assessment for individual objects. Finally, as mentioned already, the ap-
plied discharge return periods cannot be compared directly with loss return periods and are therefore
of restricted use in the process of premium calculation.
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Figure 6-1: Loss accumulation zones (LAZ's) for Germany
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Figure 6-2: Probable maximum losses (PML) for eight loss accumulation zones (cf. Figure 6-1) and
five flood scenarios corresponding to 10- to 200-year discharges.
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7 CONCLUSION

Flooding has become an important topic for the insurance industry and its significance will continue to
grow in the future. The increasing demand for insurance cover and the pressure for proper insurance
concepts from all sides is forcing the insurance industry to develop solutions for flood cover. Various
countries have already established insurance schemes for this type of hazard, some in the form of
insurance pools, others on an individual basis. The types of contract range from obligatory to com-
pletely voluntary coverage, and from all-risk policies to flood-only policies. There are advantages and
disadvantages in all these concepts and none can be declared the best. It is certainly advisable,
however, to offer multi-hazard packages, thus combining the flood risk with other risks such as earth-
quake, landslide, windstorm, hail, subsidence, snow-load, etc. to avoid adverse selection.

In Germany, the insurance industry is currently promoting flood insurance and has started to tackle the
problem by establishing flood risk zones. The identification of the different zones has been achieved in a
concerted action not only by the whole community of German insurers (and some reinsurers) but also in
close cooperation with public water resources authorities. Despite the fierce competition in the market
the intention is clearly to come up with a unique zonation system valid for all companies that will even
help the state in its efforts to enforce land-use planning that is compatible with the flood hazard.

Parallel to the primary insurers that need risk zoning for the purposes of acquisition and designing a
premium structure, reinsurers — as part of their service to the primary insurance companies and in the
interest of their own business — need risk zoning to calculate the expected losses that the insurance
industry might face as the result of an extreme event threatening a company's existence. It was with
this in mind that Munich Re in cooperation with two universities and the Institute for Applied Water
Resources and Geoinformatics (IAWG) developed the world's first flood loss accumulation model for
an entire country. The model has been operational for Germany since 1999. A similar model has just
been developed for the United Kingdom, models for other countries will most likely follow soon.
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SUMMARY

Continuous river flow modelling is being developed as a method for flood frequency estimation in
Great Britain. The basic principle of the approach is to use conceptual rainfall-runoff modelling to ge-
nerate synthetic flow data, from which information about flood frequencies can be extracted. One im-
portant aspect of the modelling methodology is the generalisation, or regionalisation, of rainfall-runoff
model parameters to allow application at ungauged sites. Relationships have been sought between
model parameters and catchment properties, based on parameter values established at a sample of
gauged sites where ‘as-ungauged’ model performance can later be assessed.

This paper presents a method for estimating uncertainty in modelled flood data for the situation where the
spatially generalised rainfall-runoff model parameters are used. Approximate confidence intervals can be
constructed by Monte Carlo simulation. Results are presented to assess the confidence in flood frequen-
cies estimated using continuous simulation, including comparisons with site-specific flow statistics.

Keywords: flood estimation, uncertainty, ungauged site, regionalisation

1 INTRODUCTION

This paper explores the calculation of uncertainty in modelled estimates of river flows, and, in par-
ticular, of flood frequencies. It presents a generalised approach to estimating river flood frequencies
based on rainfall-runoff modelling. The modelling is on a continuous time basis and the estimation pro-
cedure is generalised to be applied at ungauged sites as well as those with calibration data.

The method is generic in principle. It may be viewed as the ‘next generation’ flood frequency estima-
tion methodology following the Flood Studies Report (Natural Environment Research Council, 1975)
and the Flood Estimation Handbook (Institute of Hydrology, 1999) which provide methods based on
statistical analyses and event-based hydrograph approaches. Whilst continuous simulation can be
applied at a detailed level for specific catchments, this paper focuses on spatially-generalised appli-
cation (and associated uncertainties) whereby modelling is applied for any site, gauged or ungauged.

2 MODELS AND CALIBRATION

In principle, any appropriate rainfall-runoff model can be used to simulate flood responses in a particular
catchment. For a national system, to be used for ungauged as well as gauged sites, certain consi-
derations become important in choice of model. For the runoff models that are ultimately to be used for
sites without flow data, generality of model structure is clearly important, but this must be balanced with
parametric efficiency to mitigate problems of parameter uncertainty. This becomes especially significant
when attempting to relate model parameters to catchment properties data because functional depen-
dence between parameters can lead to great uncertainty in the derivation of the required empirical rela-
tionships. In the work reported here, two runoff models developed at the Institute of Hydrology were
used, the Probability Distributed Model (PDM) of Moore (1985, 1993) and the Time-Area Topographic
Extension (TATE) model of Calver (1993, 1996). These both have a variety of formulations and have
been used in flood frequency modelling contexts with three to seven parameters. Both are conceptual
stores-and-transfers hydrological models with an interpretation in physical process and utilise distribution
functions to summarise spatial distributions of catchment runoff production.

Rainfall and river flow data from 40 gauged sites in Great Britain were used for model calibration. These
calibration data are at an hourly time resolution. This was selected as a practical compromise for use over
the set of catchments ranging in scale from 1 km® to 532 km? (mean 156 km?) and with typical response
times, indicated by the unit hydrograph time-to-peak (defined for British catchments according to the Flood
Estimation Handbook (Institute of Hydrology, 1999) variable 7,(0)) of 3 hrs to 24 hours (mean 8 h). The
hourly time series used for model calibration consist of, on average, 9 years of continuous data at each
site. In total, the data set comprises more than 300 station years of continuous hourly data.
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The choice of calibration method for model parameters at each sample catchment is related in part to
the way subsequent relationships to catchment properties are sought (see below). Problems of cali-
bration uncertainty in hydrological modelling are well-known; pragmatic solutions are, however, requi-
red in order to offer flood frequency estimates in a generalised framework. The approach of establi-
shing a single set of model parameter values for a particular catchment can be valuable, provided care
is taken in the calibration process. In general the experience in this work is that when automatic ‘opti-
misation’ technigues are used to determine parameter values considerable benefit is gained from also
reviewing the results using hydrological judgement.

Objective functions which have been found to be helpful in quantitative comparisons include those
related specifically to flood peak magnitudes (Lamb, 1999) as well as to overall goodness of fit of
modelled and observed flow time series. Calibration was carried out at each gauged site using a
combination of computationally intensive uniform random sampling of a wide parameter space with
visual ‘eyeball’ fitting of flood peaks and hydrographs. Numerical criteria for calibration were two objec-
tive functions, 0. and Opumy. Function O, was the summed absolute differences between flood
peaks extracted from simulated and observed flow data,

(1) Opmk = Z‘Q; -4,
i=1

where Q; is the magnitude of the im-ranking extracted peak in the observed flow record, and g, is the i
-ranking peak in the simulated flows. Peaks were extracted as a partial duration series with an implied
threshold such that a total of 3L peaks would be available for a L-year period of record. Functicn
Onouty Was the Nash and Sutcliffe (1970) efficiency for the modelled monthly-averaged flows.

The trade-offs between different parameter values suggested by the two objective functions were then
resolved by carrying out further calibration based on visual inspection of simulated and observed data.
Although introducing a subjective element, this also allows a greater degree of hydrological judgement
to be introduced than adopting a simple automated rule for the final selection of the parameter values.
Figure 2-1 demonstrates the level of calibration achieved by parameter sparse models (in this case
the PDM) on two catchments of contrasting flood response. Flood frequency curves have been
derived from the modelled time series using standard partial duration series analyses (Naden, 1992)
here using Poisson distributions for arrival times of peaks and generalised Pareto distributions for
magnitudes.
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Figure 2-1:  Calibration simulation results for two gauged sites of contrasting responses; (top, centre-
right) 54090 the Tanllwyth, mid Wales and (bottom, centre-left) 54027, the Frome at
Ebley Mill. Both simulations used the same simple, general conceptual model structure.

3 GENERALISATION TO UNGAUGED SITES

The catchment property data which allow generalisation of the method should ideally be easily obtai-
nable, and offer physically plausible explanation of variance in calibrated model parameters. The
major categories of catchment properties used were geological and soil material properties, catchment
geometry and river network geometry indices, land-use and climate properties and standard hydro-
logical indices (that can be derived without site flow data). Flood Estimation Handbook catchment
descriptors are included. In practice, it may have to be accepted that some catchment properties
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function in a surrogate rather than in a direct way and, in doing so, may combine the effects of some
less succinctly expressed properties.

Pilot study results of applying univariate multiple regression to relate single ‘best’ estimates of model
parameters to catchment properties were reported by Calver et al. (1999). This approach necessarily
assumes that model parameters are independent, which is not entirely the case. In the univariate
approach, calibrated values of model parameters at gauged sites are essentially treated as if they
were ‘independent observations’ of the parameters.

A new ‘sequential generalisation’ approach aims to account for parameter covariance with few restric-
tive assumptions. In this approach the model parameter predictor equations were derived sequentially,
accounting for effects that generalisation of earlier parameters have on later parameters. The ap-
proach is outlined in Figure 3-1, and more detailed descriptions can be found in Crewett et al. (1999,
2000) and Lamb et al. (2000a,b). In essence the approach seeks to address, to a practical degree, the
difficulties of model equifinality, and to handle the assumptions of regression techniques in a way that
is practical for conceptual hydrological modelling.

Sample model parameter space randomly and run
the model for each sample

|

For one selected model parameter: identify (for
each catchment) a set of values with ‘best” model
performance

Find regression relationship between this set of
‘best’ parameter values and catchment properties

Re-sample remaining model
parameter space, keeping
l previously generalised

Fix model parameters at ‘generalised’ values as parameter values fixed
predicted by the regression equation

l

‘ Any parameters left? H Yes

Sequential method finished - resulting in a
regression equation for each model parameter
which can be used to predict parameter values at
ungauged sites

Figure 3-1: Outline flowchart for sequential calibration and generalisation.

Once model parameters can be predicted from spatial catchment properties data, the model(s) can be
run for any site, given driving series of rainfall values. River flow time series can thus be derived, toge-
ther with flood frequency and flow duration curves.

Figure 3-2 summarises the current level of performance of the method when applied to sites which
have been treated as though ungauged, but with the real flow data retained for test purposes only.
Part A of the figure shows how the measures of performance were derived and part B gives the
numerical values for average return periods up to lengths appropriate to test in terms of the ob-
servation record length. Data are given for the first pilot system (as in Calver et al., 1999) and for sub-
sequent improvements. These improvements (Lamb et al., 2000a,b) result from the reduction in the
number of model parameters (in the case of the TATE) and in the adoption of the sequential method
(in the case of the PDM). Subsequent refinements can incorporate the advantages of both sources of
improved performance.
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Figure 3-2: Part A is a schematic illustration of the ‘residuals’ used to assess flood quantile estimates.
Individual errors er are subsequently scaled, so as to be expressed as a percentage of the
gauged peak flow estimate for return period T (= 10 years in the example). Averages and
standard deviations of these errors across all test catchments are shown in Part B.

4 UNCERTAINTY ESTIMATES FOR THE GENERALISED MODELLING

The summary of errors using ‘as-ungauged’ parameters provides a first indication of uncertainty in the
spatial generalisation method, but only in gross terms for the group of calibration sites. More detailed
estimates have been obtained by expressing model parameter estimates for the ‘as-ungauged’ site as
distributions and using Monte Carlo simulation to produce corresponding distributions of simulated
river flows and hence flood frequency curves. Approximate confidence intervals were then be compu-
ted from this simulated distributions. At this stage of research, the procedure has only been applied
using the PDM catchment model.

For any catchment k, the as-ungauged estimate of a given PDM parameter is calculated from a reg-
ression equation as a function of x;, the vector of catchment properties at k. The as-ungauged para-
meter value is taken to be the mean y of a distribution for which an estimate of the variance is ¢,° =
§S,/d, where SS, is the sum of squares of the residuals and 4 is the degrees of freedom. The 100(1-
o )% confidence limits of the estimate are then given (Draper and Smith, 1998) by

(2) e T1(d,1 =)0 % (X X)X, =, + g, (a;d)

where 1(d, I - o) is the value from the t-distribution with 4 degrees of freedom with area 1-¢ /2 to its left
and /2 to its right, X is the matrix with row i consisting of catchment properties for the i gauged
catchment (and including a row for catchment £, if this is ungauged).
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Equation (2) was used to produce cumulative distribution function 7(8,) for each parameter at any site
for which the required catchment properties are known by potting 1-¢& /2 against u, + g, (o, d) for a in
[0,2].

For any target catchment, a distribution of hydrological model outputs (i.e. flow data) was then
generated by running 1000 realisations of the PDM, randomly drawing values from the as-ungauged
estimate distributions for each model parameter. The choice of the number of realisations was made
after tests with values as large as 10,000 revealed very little difference in the outputs. For simplicity,
we assumed in this experiment that the forcing (rainfall and PE) data are known with negligible uncer-
tainty, at least when compared to the uncertainty about parameterisation of the hydrological model.
The same, fixed, rainfall and PE data were therefore used to drive the hydrological model in each
realisation of the PDM.

A partial duration series was extracted from each simulation, adopting an extraction rate of three
peaks per year. This results in a total of (1000 x 3 x L) peaks being extracted in rank order of
magnitude for each catchment, where L is the length of record for the catchment. The extraction rules
stated in the UK Flood Studies Report (Natural Environment Research Council, 1975, Vol. 1) were
followed. Approximate 90% confidence intervals were then constructed as follows for each catchment:
For a given rank i (i = S’L) the 1000 simulated POT data were arranged in a series in order of
magnitude and the 50h and 950" values were recorded, counting in from each end of the series. Note
that this procedure gives results that are based directly on simulated flood peaks, favoured here as the
most straightforward approach. The curves shown as ‘confidence intervals’ are in fact piecewise linear
interpolation between the point values. Possible alternatives would be to base the intervals on speci-
fied frequency distributions fitted to each simulated series.

Figure 4-1 shows a selection of results in terms of the approximate 90% confidence intervals construc-
ted from the regression model estimates of PDM parameter distributions. The confidence intervals are
accompanied by a curve indicating the mean-parameter estimate simulation, i.e. the best-estimate ‘as-
ungauged’ simulation.

Also plotted are peaks extracted from the observed flow series along with a curve showing the gene-
ralised Pareto distribution (GPD), fitted to the observed peaks using probability weighted moments
(Hosking, Wallis, 1987). The GPD is used because it has been found to be a suitable distribution for
fitting peaks-over-threshold data for many UK catchments (Naden, 1992). The GPD curves are accom-
panied by 90% confidence intervals constructed using the likelihood ration method (Clarke, 1994).

In most cases the empirical flood data lie within the approximate 90% intervals constructed from the
generalised-parameter PDM simulations. This result is interpreted as a partial validation of the spa-
tially generalised modelling approach. It can only be partial, however, because the empirical flood
frequency curves cross the simulated 90% intervals in other cases. Taking return periods of 2, 5 and
10 years for reference, the empirical curve plotted outside of the 90% intervals at one or more of these
return periods for 14 of the study catchments. Overall there were four catchments in the study set of
40 where the observed flood peak data lie entirely outside of the 90% intervals.

The GPD confidence intervals consistently enclose the observed flood peak data. This is to be ex-
pected, given that the GPD was fitted directly to these data. However, the uncertainty about the GPD
as a ‘model’ for the flood frequency data was not found to be markedly less than the uncertainty in the
generalised hydrological model simulations. For many of the study catchments, the 90% GPD
confidence intervals were found to be qualitatively comparable in width to the spatially-generalised
hydrological model intervals. This can be interpreted tentatively to suggest that although the spatially
generalised continuous simulation modelling is (not surprisingly) more likely to be ‘wrong’ for a
particular catchment, it seems that where the method ‘works’, the uncertainty introduced by spatial
generalisation of hydrological model parameters is not necessarily greater than the sampling
uncertainty present when fitting a distribution directly to gauged flows.

In many cases, the GPD confidence intervals are much narrower for lower return periods, but then
expand rapidly for longer return periods towards the tail of the distribution. Inspection of the confi-
dence regions for the parameters of the GPD indicated that the GPD confidence intervals will almost
always tend to expand steeply towards longer return periods, whereas this is not inevitable for the
generalised CS intervals.
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Figure 4-1: Flood frequency curves showing peak flow on vertical axes, plotted against average
return period in years. Five digit numbers are UK National Water Archive catchment index

numbers. Graphs show 90% simulated confidence intervals (- - - -) and mean simulations
(rermemnonn o), treating catchments as ungauged. The GPD ( ) fitted to gauged peaks
over threshold series (e) is also shown, as are 90% confidence intervals for the GPD
(). constructed using the likelihood ratio method.

5 CONCLUDING REMARKS

Confidence in the spatially generalised continuous simulation system to date is enhanced by the
characterisation of the whole runoff response, including the flood response, across the conditions
encountered in Britain. This includes catchments varying in area over three orders of magnitude and a
mix of impermeable and permeable geologies. Further, when sites are treated as ungauged, and then
the withheld observations are compared with spatially-generalised flood frequency results, average
return periods up to those which can be tested are within pragmatic acceptance levels.

When confidence intervals are calculated for the ‘as-ungauged’ situation, comparatively few sites indi-
cated a failure of the modelling or parameter generalisation. The degree of uncertainty in spatially
generalised modelling varies between sites and is often no greater than for a site-specific distributional
model fitted directly to the gauged flows.
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SUMMARY

Empirical-statistical methodology is suggested for time-space modelling of floods and their meteoro-
logical characteristics in changing conditions. The following main stages of such methodology include:
modelling of floods and determination of their parameters for each year; modelling of flood parameters
over the long-term period including extraction of homogeneous components connected with man'’s acti-
vity factors and different natural time scales (inter-annual, decadal, century, etc) and determination the
kind of temporal models (stochastic or deterministic-stochastic) and their parameters; determination of
homogeneaous regions with the same tendencies of climate change in time series of floods; development
of space models of flood for homogeneous regions and determination of their parameters. New methods
have been developed for realisation of each stage of time-space modelling. Main of them: methods of
intra-annual modelling, methods for extraction of homogeneous components of different time scales in
long-term records, methods for determination of long-term climate changes and determination of homo-
geneous regions with the same tendencies of climate change and methods for dynamic spatial model-
ling. Application of developed methodology and methods is shown on some examples for Central Eng-
land, North-West, North of European part and Far East regions of Russia.

Keywords: changing conditions, space-time modelling, homogeneous region, time scales

1 BACKGROUND

Today time model of floods is based on the distribution functions theory and is suitable for homo-
geneous and stationary conditions (Kritsky, Menkel, 1981; Rozhdestvensky, 1990). Such distribution
function is described by three main parameters: mean (M), variation coefficient (Cv) and coefficient of
skewness (Cs) which assume as constant values for long-term period. On the basis of these para-
meters any quantile of a given return period can be obtained as a design flood. The longest record of
observations is the main assumption for effective assessment of parameters in stationary conditions,
because the more a sample the smaller random errors of parameters (Kendall, Stuart, 1969). There-
fore a restoration of the historical time series is a main condition for development of effective sto-
chastic time model. Different approaches are used, but two of them are general: restoration on the
basis of the same flood information in analogous sites with long-term records and using of pre-
cipitation-runoff models, when time series of meteorological factors have longer records. Spatial
modelling of floods connects with interpolation or extrapolation of parameters of distribution function or
design floods (quantiles) in any point of area, i.e. the same stable values. Main methods of spatial
simulation are: lines of equal data, averaging, regional relationships with watershed descriptors, gene-
ral precipitation-runoff models. Choice of homogeneous region is the main problem of the most
approaches. As a rule, such region associates with the same level of main flood’s factors of watershed
(average annual rainfall, soil drainage type, relative percentage of lakes, reservoirs, forests, swamps,
index of urban extent, baseflow index and other) or with a strong correlation with the main watershed
descriptors such way, that an including of other basins over boundaries of this region makes worse
this regional relationship. In a result, several methods can be used for a spatial modelling and a pro-
blem is how to choose the best result.

Modern changing conditions connected with joint “natural” dynamic and man'’s impact on climate, river
channels, watersheds lead to necessity of analysis and modelling of dynamic properties of long-term
time series of floods and parameters of spatial models. The first step is to separate influence of two
main groups of modern factors: direct anthropogenic factors (land use, reservoir operation, etc) and
factors of climate change and climate variability. Restoration of “natural” or “climatic” records of floods
are fulfilled by different approaches too. Among them precipitation-runoff models with direct including
of anthropogenic factors, water balance and regression equations, relationships with time series of
analogous in natural conditions and other. As a result this first step allows obtain “climatic” records of
floods and one or several time series of flood components connected with joint or separated impact of
direct anthropogenic factors. Man's impact components are used as a corrective (scenario) to assess
parameters of “climatic” flood models.
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2 METHODOLOGY

Basic stone of suggested methodology for a time-space modelling is an empirical-statistical approach.
This approach connects with explore data analysis and processing of observed data. Main problem is
a development of the general model of space-time fluctuations of hydrometeorological characteristics,
which takes into account seasonal variations, regular properties of long-term time series and fields. All
space-time fluctuations of any hydrometeorological characteristic can be represented as a 3-
dimensional array, where each direction (i,j,k) has the following interpretation:

- direction i represents an intra-annual cycle of variations (i =1,365 for daily values or i =1,12 for

monthly values, number co-ordinates of floods, etc.);

- direction j represents a time series of interannual fluctuations (j =1,n, where n is a record period);

- direction k represents a spatial direction (k =1,m, where m is a number of stations over the area}.

In the beginning of research a structure of the model for each direction is unknown and can be ob-

tained only on the basis of analysis of empirical data. Therefore, the simplest way for a development

of such general space-time model is step by step simulation. Creation of the common space-time
model in this case connects with stepwise description over the each direction with generalization of
fluctuations in some parameters of functions. Main stages of such approach will be as follows:

- step 1: modelling of intra-annual fluctuations for the each year { j ) and for each observation site or
station (k) with the result as parameters of the particular floods or intra-annual function;

- step 2: extraction and modelling of interannual fluctuations of different time scales for each site or
station (k) with the result as homogeneous components of different time scales connected
with processes of climate variability and long-term climate change and parameters of their
time models;

- step 3: determination of homogeneous regions and modelling of spatial field for each homogeneous
component of different time scale in the form of parameters of spatial model.

Development of spatial model is based on the spatial properties of the particular characteristic or

parameter. The following kinds of spatial generalization can take place:

- averaging over the space if the general spatial gradient is less than random errors of data in the points;

- parameters of spatial distribution function, when spatial gradient is more than random errors and re-

gular properties over the space are absent;

- parameters of space model when spatial gradient is more than random errors and space regular pro-

perties take place.

In the latter case, space model has a deterministic-stochastic nature as a rule and includes a regular

spatial component connected with general regular properties and stochastic component connected

with local properties (internal non-homogeneity of the field).

This way to describe the space-time fluctuations in full it means to obtain a kind of model for each of

three directions, to obtained the coefficients and parameters for each model and to find interrela-

tionships between these parameters.

3 TOOLS
3.1 Simulation inside annual time interval

Concerning flood events (snowmelt and rainfall floods) two main approaches for intra-annual gene-
ralization are suitable:
- determination of parameters (amplitude, volume, period, speed of increasing and reducing, etc) of
each rainfall flood event or significant events;
- determination of parameters of seasonal function, when snowmelt flood characterizes the amplitude
of intra-annual fluctuations and rainfall floods connects with synoptic processes.
In the first case the parameters of each flood or significant floods (peak over threshold — POT) are
chosen (Institute of Hydrology, 1999) and the main problem how to assess an empirical probability of
such non-regular floods when their time model is stochastic. In the second case the main problem to
describe a seasonal function. In general case, the structure of seasonal (or intra-annual} function can
be very complex, especially for such characteristics as precipitation and runoff. As a result a direct
description of each year can be accompanied by significant difficulties. On the other hand,
observations during each year are defined by general climate properties connected with the particular
position of site on the Earth (as classical definition of “climate” — “klima”), as well as intra-annual
fluctuations connected with synoptic processes. Therefore the simple way of intra-annual simulation is
to connect of average seasonal conditions for a historical period with observed data within each
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particular year. In this case only one assumption takes place about the same kind of seasonal function
for each year and for a historical period and as a result - a linear relation between historical and
particular season functions. The relationship between particular and historical conditions can be
expressed by a following way:

(1) Yij= B1#Yim + BO; £ Ej,

where:

- Yi; is a hydrometeorological characteristic for the i-th period (daily, weekly, ten-day, monthly) of the
Jjth year;

- Yim is an average long-term (historical) function of intra-annual fluctuations of hydrometeorological
data during a year;

- B1; is a coefficient describing a difference between amplitude of intra-annual function in the Jth year
and amplitude of average long-term function (B1=1, if seasonal amplitude of Jth year equal the
amplitude of historical seasonal function);

- BO; is a coefficient describing a difference of the minimum level of intra-annual function in the fth
year from a minimum average long-term intra-annual function (BO=0, if level of seasonal function of
jth year equal the level of historical seasonal function);

- Ej; are remainders from the relationship line between the particular and long-term conditions which
characterise the processes of synoptic and macro-synoptic scales and can be presented by
generalised characteristic as a standard deviation